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Abstract. This article provides an overview of how augmented reality (AR) can 
support gaming and ludic experiences. More importantly, it describes the 
development and open access availability of an augmented and virtual reality 
platform called GLARE that can be used to create hybrid storytelling and 
gaming experiences. In doing so, it provides insights of how we can move from 
a consumption-based (educators and students exposed to AR content) to a 
production-driven (educators and students creating AR content) approach to 
improve the pedagogical and psychological outcomes of such a technology. 
Concrete examples are provided to contextualize such a potential. 
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1 Introduction 

While digital gaming has seen mass acceptance and popularity across many fields 
recently [1], analog gaming has been used for centuries [2]. Both analog and digital 
game use has been broadly tied to psychological and pedagogical frameworks 
underlying the importance of the construct of play [3]. For instance, Burris and Tsao 
argue that play can lead to creativity, joy, learning, and even better interpersonal 
relationships [4].  

There have been at least two large and recent movements related to this interest in 
game-based play [1]. The first has been an increase in social gaming and the social 
supports surrounding game play (i.e., game streaming, game communities) [5]. The 
second has been an increase in augmented reality (AR) [6] or hybrid gaming [7] [8]. 
Hamari et al. [7] suggested that people play AR or hybrid games (e.g., Pokémon Go) 
for multiple reasons ranging from the importance of socializing to competition, and 
from getting outdoor activity to simple enjoyment of the types of available games. 
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This rise of interest in AR or hybrid games also touches on the first movement 
because of its inherent social nature. 

There are several challenges with AR and hybrid games. Challenges can include, 
for instance, emotional conflict with the game or even technical and technological 
issues in engaging with the environment [9]. They also include concerns about 
accessibility and inclusion. One of the larger problems, however, is the ease with 
which developers can create AR and hybrid stories and games.  

The purpose of this paper is to describe the development and implementation of an 
augmented reality development tool called GLARE. GLARE was created to respond 
to the need for developers to easily implement digital content into live settings. 
Several examples are provided of using the system to be able to conduct hybrid 
storytelling. While this system has not yet been implemented directly for digital 
gaming, theoretical examples from both gaming and gamification are provided. The 
paper ends with a recommendation for understanding the productive—rather than just 
the consumptive—value of AR and hybrid gaming and storytelling. 

2 Literature Review 

2.1 Augmented Reality (AR) and Hybrid Gaming  

There is a long and storied history of the use and implementation of analog and digital 
gaming across multiple fields ranging from education to business and from computer 
science to history [1] [2]. Augmented reality or hybrid digital gaming, more 
specifically, saw a significant rise of interest in 2016 with the release of Pokémon Go 
[7]. Whether they are referred to as location-based games (LBGs), augmented reality 
games (ARGs), or hybrid games, their popularity is due, largely, to the gratification 
people receive from play. Such gratification can include social benefits of engaging 
with others [9], getting outdoor activity [7], and even a deeper connection to and 
awareness of ecology [10].  

Hybrid games can be interpreted as a combination of real world and AR 
components. These games build on the interplay between analog and digital features 
that can promote engagement, learning, and interest. For instance, researchers have 
developed mobile-based board games to help students get scaffolding and feedback 
[38] (other examples include Destinies and Chronicles of Crime from Lucky Duck 
Games). This synergy can have important implications for storytelling instances, 
especially in terms of emerging narratives from gameplay sessions [39].  

With the positive potential, however, there is evidence of challenges or dangers 
with LBGs and ARGs. For instance, such hybrid games might encourage negative 
interactions with nature (e.g., wildlife, trespassing) or even a decreasing desire to 
engage with real world nature [10]. AR gaming could also potentially cause emotional 
conflict, either due to the nature of the game or the technical and technological 
problems associated with such games [9]. Moreover, there can be many inclusivity 
issues with such games, regardless of whether such challenges are from the 
environment (e.g., wheelchair accessibility), the game (e.g., affordances for those 
with hearing or sight needs), or the blending of the game and environment [11].  
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2.2 AR and Hybrid Development Systems  

The affordances and constraints notwithstanding, augmented reality and hybrid games 
continue to rise in popularity for both commercial and educational reasons and goals 
[12] [13] [14] [15]. The remaining but significant question for those without 
expansive commercial resources is how to easily develop and implement AR or 
hybrid storytelling and games.  

Commercial software does exist and has existed for some time. For instance, 
Hewlett Packard developed an augmented reality tool called Reveal (formerly 
Aurasma) for helping users create and engage with content [16]. Other examples 
include Quiver, ARCore, ARKit, Vuforia, ARToolKit, Unity, Unreal, and Wikitude 
[also see 17]. Such tools provide a way for creating marker-based (e.g., QR codes or 
objects), marker-less (e.g., GPS or depth-sensing tools), or location-based (e.g., 
Bluetooth or Wi-Fi) AR and hybrid content [18].  

There are at least two challenges with these and other AR tools. First, many of 
them require extensive coding experience. This requires costs for hiring developers 
[19]. There is software that is more accessible for non-coding savvy users. The second 
and related issue, however, is that this software is often very specific in its purpose. 
Moreover, few of those software titles are generalizable, open access, or adaptable.  

Given these needs, many scholars have attempted to create their own AR or hybrid 
systems. An example of this comes from the work of Vidal-Balea et al. [20]. The 
research team used ARCore, a Django and SQL Lite backend, and a Bootstrap 
frontend (with HTML, JavaScript, and other software) to create a tool to support 
pediatric healthcare. Other authors have created similar systems for implementing and 
testing an AR puzzle app [21].  

These scholars have completed thoughtful and creative processes to develop and 
test AR-based apps and games. What is apparent, however, is that while most have 
used open access tools, there was still significant development required. Roberto et al. 
[21], for instance, highlighted the need to navigate various components such as 
software development kits (SDKs), tracking, end use platforms, graphics, cloud 
computing, and GPS navigation. This can become even more complicated when 
integrating haptics [22].  

The concern and the opportunity, therefore, was to develop an AR or hybrid 
gaming and storytelling system that would accomplish four tasks. First, it would be 
freely accessible. Second, the system could be used by any user, particularly those 
with limited coding skills. Third, even though the system would be intended to be 
used without coding, it would be openly accessible through GitHub for those users 
that needed further adaptations for their end use case. Finally, and perhaps the biggest 
challenge, is that the system would need to be hybrid (i.e., augmented reality) while 
still allowing accessibility to all (i.e., virtual reality for those who could not physically 
attend the real-life component. These four goals became the basis for building 
GLARE. 
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3 The Geo-Located Augmented Reality Editor (GLARE) 

3.1 Description of the GLARE Editor 

Geo-Located Augmented Reality Editor (GLARE; https://glare.cs.kent.edu) is an 
Extended Reality (XR) open-source web-based application that provides robust 
editability for tele-tourism. GLARE is designed to be data agnostic and a platform for 
end-users to visually design location-based tours with rich media content (immersive 
360 images, audio, links and 3d meshes).  It was developed as a user-friendly online 
tool to allow users to design, develop, and deliver AR experiences to the public. 
GLARE allows AR developers to select places of interest (also called hotspots) and 
associate those locations with extended reality media like 360 pictures and AR 
overlays. Moreover, creators can include additional content like audio clips, images, 
and text to enrich and contextualize hotspots and the stories and activities they 
represent. These efforts do not require any programming expertise; individuals with 
no coding skills (e.g., elementary-aged students) can easily build AR stories with 
GLARE through an accessible Graphic User Interface (GUI).  

Once creators have picked hotspots and added content to their locations, GLARE 
produces an AR tour that is composed of the hotspots and related materials. These 
tours are accessible through a URL automatically generated by GLARE. As such, the 
product is platform agnostic; end-users do not need to download any application or 
own a certain device. The tour can be viewed through a web browser on a laptop or 
desktop, on a mobile phone (i.e., at the location), or even through a head mounted 
display (e.g., Oculus Quest 2).  

This is also true for developers. GLARE is an open access and free online editor 
that does not have any requirement in terms of software and hardware; only a working 
internet connection is needed to use it and access the tours developed with it. 
However, developers that want to adapt the existing code can do so through its open 
access in GitHub (see section 3.4). 

GLARE is designed to deliver AR experiences that can be accessed both in-situ and 
remotely. If end-users are physically close to the hotspots’ location, the related 
content (e.g., the AR overlay, content) will be visualized on their mobile devices’ live 
camera. If they are not close to them, a 360 picture will be displayed as a background 
for each of the hotspots. This flexibility allows AR developers to use GLARE to serve 
different purposes, from augmenting a real location to attracting people to a targeted 
place. Moreover, it promotes access and equality for users who cannot be physically 
near the AR tour. Prior to further explaining the technological components behind the 
system, examples of GLARE projects are provided. 
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3.2 GLARE Hybrid Storytelling Example #1: Kent, Ohio 

The Kent State Massacre (Kent, Ohio, United States) occurred on May 4, 1970, when 
4 students were killed, and 9 others were wounded by Ohio National Guard. The 
shootings happened during a student protest and is considered to be a culminating, 
historical, pivotal moment in modern American History [23]. The event has long 
lasting implications for U.S. First Amendment Rights, the excessive use of 
government force, and the importance of younger generations seeking to make a 
difference.  

There are a few main challenges in educating younger generations about the 
importance of those events. First, they do not necessarily see the connection or 
correlation of things that happened 50 years to events in their life today. Second, it 
can be difficult to tell a story of those events, particularly on campus, as many of the 
buildings relevant to the shootings no longer exist today. So, while students or visitors 
to campus can still see bullet holes, the ROTC building that was burned down (thus 
leading to the National Guard control of the campus) no longer exists.  

In response to this need, the U.S. National Endowment for the Humanities funded 
the development of a “May 4th Augmented Reality Tour” (as well as GLARE as a 
system to support this and other tours). The tour hosts three different hybrid 
storytelling experiences (see Figure 1) including a tour of relevant, historical locations 
(i.e., blue dots numbered from 1-7), a tour of the places where students were killed or 
injured (i.e., yellow dots lettered A-M), and the location of the National Guard (i.e., 
the orange X).  

  

 
 
Fig. 1. Map of several hotspots in the May 4th Augmented Reality experience. 

 
For the blue historic location tour, visitors can stand, for instance at the Victory 

Bell (location 1) and see images of the 500 students who gathered the first days of 
May. They can also walk to the now empty site of the ROTC building and visualize 
images of where it stood before it was burnt down on Saturday, May 2nd.  Figure 2 
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shows a user who has arrived at the location and is looking through their camera to 
see the current location with the historical image overlay. Figure 2 also shows how a 
voice recording begins when the user reaches the spot, explaining to them the content 
and the importance of the location in the story.  
 

 
 
Fig. 2. Example of a historical image overlaying a current camera perspective. 

 
For users who were either on Kent State’s campus or alive at the time of the May 4 

events, the app serves to refresh their memory and spark a dialogue into the nearly 
fifty-year struggle to interpret difficulty history. But one of the main goals of the tour 
was also to introduce guests new to the events or students who were not alive at the 
time to the historical importance of May 4, 1970. This includes learning more about 
the transversal impact of May 4, understanding how protests of the 1960s mirror those 
today as they serve as bearers of activism, engage in questions about government 
involvement, and how to support memory and commemoration over dramatic past 
events. To do this, the hybrid storytelling experience also provides multiple references 
and sources tied to these objectives.  By clicking on the hamburger menu in the upper 
left window of any location, a user is presented with a menu (also created in GLARE) 
that provides them with additional information (see Figure 3). The May 4th AR tour 
includes the context leading up to May 4, what happened on the actual day, how that 
location is commemorated, questions for the user to consider as they reflect on voices 
for change, and a library of additional materials (e.g., more pictures and audio clips) 
to support their inquiry.   
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Fig. 3. Example menu system for the augmented reality experience, highlighting both 
the library and the opportunity to learn more information by category.  

3.3 GLARE Hybrid Storytelling Example #2: Florence, Italy 

The May 4th Augmented Reality Tour builds upon a need for historical and hybrid 
storytelling. As such, GLARE allows for content creators to map historical pictures as 
overlays onto existing camera perspectives (or current pictures for those viewing the 
tour off campus).  Not every situation requires a historic perspective.   

For instance, many foreign universities have a summer home in Florence, Italy. 
Universities, therefore, have a desire to have students become acclimated to the 
foreign setting in order to best accomplish their educational goals and pursuits. This 
can occur through large tours using whisperers (i.e., tour leads with microphones and 
visitors with headphones) or through orientations prior to departure from their home 
country. While such introductions can be useful, students often complain about the 
ability to hear on the walking tours, the ability to revisit content, or the realism of the 
pre-departure orientation (i.e., not feeling like they are present in a foreign land).   

Drawing on these concerns, a Florence Augmented Reality Tour was created using 
GLARE. It provided an opportunity for users to see important landmarks in Florence 
such as the Ponte Vecchio bridge, the Duomo and Baptistry, and the Misericordia.  
However, unlike the May 4th exhibit, the goal was not necessarily historical in nature. 
Content creators wanted viewers to understand the context and importance of the 
locations, but there was not the same need to see overlays of historic pictures.  Figure 
4 shows an example of a user at the Ponte Vecchio bridge, looking down the river and 
also across to their right (in the 360 image).  
 

 
 
Fig. 4. A 360 degree view of the Ponte Vecchio bridge in Florence, Italy.  
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The feasibility of using GLARE without historical overlays does present an 

interesting storytelling problem related to augmented reality. If the person is not in the 
current location (i.e., they are using this for orientation prior to arriving in Florence), 
the 360 image gives them a feeling of presence or of actually being there. But users in 
the location (i.e., on the Ponte Vecchio bridge) might find little value in loading the 
system and seeing a similar image to what they currently see.  

GLARE solves this storytelling dilemma through its menu offerings. Figure 5 
shows a similar (coincidentally) menu structure with four menu items offered to 
participants at a hotspot location. These include understanding the importance of the 
location to the city of Florence and to the university hosting these students (i.e., Kent 
State). It also includes both faculty and student voices and stories, so that users can 
hear what others have experienced while standing in the same location. Finally, it 
includes a library of other images and voice recordings, so that users can choose to 
take deeper dives into content areas regarding the location.  
 

 
 
Fig. 5. The menu system for the Florence Augmented Reality Tour.  
 

 
 
Fig. 6. Bilingual information regarding the Ponte Vecchio in Florence, Italy.  
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Figure 6 contains an image and description of one of those menu choices. In this 
example, the user has chosen to learn about the importance of the bridge to the city of 
Florence. Once again, this experience is meant to be both hybrid and multi-modal. As 
such, while users are standing on the bridge, they can hear descriptive recordings in 
both English and Italian (as a particular way to climatize users who have not arrived 
yet). They can see images that point them to look in various locations. 

3.4 GLARE Infrastructure 

The examples have been made possible by GLARE’s infrastructure, which is 
driven by accessibility and usability drivers [24]. Specifically, GLARE is broken into 
three main components:  
 

• The GLARE Editor and Database. For editing, generating, and hosting of XR 
projects which is accessible from a website frontend. This portion of 
GLARE includes an interface for creating a tour and uploading associated 
media to a user account on the main database.   The containerized database 
managed through docker permits users to create new and edit existing tours 
associated with their account that are hosted on the GLARE server or can be 
downloaded and hosted elsewhere.  

• GLARE.  The main project that handles the flow of the apps and the logic 
that runs within the browser exists as a React static website, written to be 
static so that it can be both portable and be run by any HTTP Server (IE 
Apache, Ngnix, etc.) or local browser and used in the editor and viewer. This 
takes the configuration file as input which is customized based on the created 
tour and any included user data.   Essentially, the configuration is parsed and 
the HTML elements / React components to be displayed populated based on 
what is written in the configuration file.  

• GLARE Viewer.  This is a custom NPM package component for handling 
the XR (Augmented Reality - AR and Virtual Reality - VR) viewing 
experience for the user. This part of the project allows for the creation of AR 
or VR depending on the user’s location. This is done by utilizing the library 
Three.js, which provides the ability to create and display 3D graphics using 
the browser. More technically, Three.js is a wrapper for the WebGL 
rendering standard of the browser. In order to maintain a react-like codebase, 
the react rendering library React Three Fiber was used to wrap around 
Three.js to provide a cleaner experience.  In virtual reality mode, creating a 
virtual environment is done by generating a skybox using a panoramic/360 
image provided by the users’ configuration file.  Viewers can control how 
the image is viewed by using the mouse or an “orbit controlling camera” to 
adjust the viewpoint and interact with the menu components.  For augmented 
reality, the primary approach is to just pass through the real world through 
the camera and overlay the digitally generated images/objects. This overlays 
the camera pass-through underneath a sphere that is wrapped with an image 
so that it becomes directional. This allows the user to rotate/tilt their device, 
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using a device-controlling camera, to change their viewing perspective and 
what is rendered on screen based on gyroscopic sensor data. 

 
GLARE’s GUI-based editing tool is shown in Figure 7. 

 
 

 
 
Fig. 7. GLARE’s GUI structure.  
 

AR creators are asked to name the hotspot they want to build. Then, they indicate 
its geographical location by simply clicking on the World map (GLARE generates the 
coordinates accordingly). Finally, they are able to upload the content that is going to 
populate the hotspot, among which: 
 
• The overlay image, which is the AR overlay (3D object, picture) that will 

appear on top of the live camera (in-situ experience) or 360 picture (remote 
experience).  

• The panorama image, which is the 360-picture visualized as a background 
for users who are not the in hotspot’s physical location. 

• The narration audio, which will introduce the hotspot and its importance in 
the context of the AR tour. 

• The Create Link section, which is where users can add buttons to associate 
with the hotspot. By clicking on the buttons, end-users will access pictures, 
audio and text that expand the hotspot’s scope (see Fig. 5 for an example). 

• The Create Content section, which can be audio, visual, and text and work as 
a repository of materials that users see and listen to aside from what offered 
in the Link section. 
 

AR developers can add as many hotspots as they want by clicking on the “Add a 
Hotspot” button (Figure 7, on the right). According to the hotspots’ coordinates, 
GLARE will generate a map (see Fig. 1 for an example) and a related URL to access 
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it. For more technical information about the GLARE backend, please refer to 
Gandolfi et al. [24]. 

4 Discussion & Implications 

4.1 Hybrid Storytelling 
 
The May 4 and Florence AR experiences developed with GLARE are aligned with the 
potential of this technology to foster motivation, engagement, and learning [18] [21] 
[22] [25]. The combination of geolocated information and multimedia is indeed a 
promising strategy to inform hybrid storytelling instances between in-situ and remote 
experiences and between different media and sensorial involvements [24] [25]. As 
such, users can access and experience mutual connections between real and digital 
components around them. 

It can be argued that this approach shows promise because it allows narratives to be 
situated and, therefore, be more authentic and meaningful [25]. At the same time, a 
hybrid storytelling lens promotes a more inclusive experience where everyone can 
benefit from its features by considering different mobility needs and learning 
preferences [6]. Finally, the GLARE-based narratives reported in this article aim at 
improving wellbeing and community belonging, which are among the main benefits 
that AR may have if properly designed [27]. Studies on this technology, particularly 
with the May 4 Augmented Reality tour, have also shown that users have a significant 
and increased sense of both situational interest and content knowledge about the 
location [25].  
 
4.2 Hybrid Gaming and Gamification Using GLARE 
 
GLARE does not currently have embedded game mechanics. Its focus has been on 
hybrid storytelling through augmented reality (with a virtual reality component for 
accessibility).  However, there are at least two theoretical models for the use of the 
GLARE development system for hybrid gaming. First, any user interested in coding 
game mechanics has the ability to do so through GITHUB access. While this is not an 
ideal response, and while future iterations of GLARE include plans for gaming 
mechanics, the fact that the project is open source and open access is a great starting 
point for those who need immediate gaming features.  

Second, hybrid games could also rely on real world gaming components. For 
instance, game creators could create quizzes or puzzles that require users to find 
content within hotspots. GLARE might point them to a specific location, but they 
might have to then go further into the hotspot in order to gain access to the clues or 
answers required to solve the puzzle or move to the next step. Or creators could hide 
the AR tour on the map but design treasure hunts where users must explore a given 
environment and look for clues to find hotspots step by step (i.e., the hotspot would 
appear when they were within range). These activities can be developed for single 
players or teams, which may collaborate or compete according to experience’s goals 
and objectives.    
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This gamification of content has shown to lead to better engagement and 
consumption of learned content [30][38]. It can also significantly improve learner or 
user motivation [31]. These outcomes, while still theoretical for GLARE-created 
games, have been shown to be true for other research on gamified experiences in AR 
and in AR for learning [32] [33]. 
 
4.3 Hybrid Learner Production  
 
Aside from these applications and the importance of hybrid storytelling and gaming, 
GLARE has been designed to work as an accessible tool in which anyone can become 
an AR developer. This effort is needed due to the lack of user-friendly editors in this 
regard [21] [22]. But perhaps more importantly, such an effort is needed 
pedagogically.  

When new technologies are developed and integrated, developers often focus on 
users as consumers. Consumption of technology related material can lead to both 
positive (and negative) outcomes [1] [34]. But pedagogically, learning occurs when 
users are active [35]. This can occur during consumption, particularly if users are 
walking and seeking (i.e., hybrid gaming). Production, however, gives users an 
opportunity to master the content as they create for others [35]. This change of 
paradigm can foster autonomy, self-confidence, and motivation [28] [29].  

GLARE is well suited to support this trend by allowing learners to play an active 
role in AR-based storytelling production and development [24]. For instance, students 
can work with their instructors to design the tour, locate the hotspots, and find and 
develop materials (from audio to pictures) to include in each. They can draw or 
photograph images and create musical compositions that are used as the entry point to 
tours (see Figure 8). This process will allow them to discuss the topics they want to 
address, which activities they want to present to their users, and the importance of 
space and location in informing those activities. As such, GLARE can facilitate 
design thinking, teamwork, and inquiry attitudes toward a variety of foci. 

 

 
 
Fig. 8. The opening page of the Florence Augmented Reality Tour.  
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From a technical perspective, the GLARE framework (and related system) asks 

creators to think about their surroundings and find, develop, and tie content to them in 
a meaningful way. It allows users to deploy a variety of media to do so, from audio 
and visuals to text and 3D models. As such, gaining access to the materials to build 
the story (or even development of those pieces) becomes a key factor in using 
GLARE. From this perspective, this technology allows producers to focus on the core 
aspect of hybrid narratives, which is the story and how digital facets can promote it in 
their association with the real world. Such flexibility can also facilitate customizable 
narratives where users can design, develop, test, and debrief their own stories by 
adding content (e.g., new media, new hotspots) iteratively. 
 
 
4.4 Future Research and Development 
 
These findings suggest five future lines of inquiry that are worth considering. First, 
AR production requires additional research and support to be properly adopted given 
its potential. GLARE represents a promising start in terms of features and 
accessibility, but additional components (e.g., game mechanics, content sharing) 
should be evaluated as possible next steps for development. Second, more attention is 
needed to understand how AR creation can be tailored to individual needs and 
motivations [36] and, therefore, how this process can be personalized according to the 
reference user audience. Such investigations would shed light on how a) we can build 
hybrid game interaction models and b) harness the relationship between cognition and 
game and narrative design in AR.  

Third, this article’s examples have focused on storytelling and gamification; 
however, AR technology can also benefit wellbeing and social capital [37]. Such 
work requires practical and empirical efforts (e.g., how AR production can foster 
community building and health). Fourth, AR production should be assessed and 
explored in different learning and social environments to fully analyze its potential, 
from K-12 education to healthcare settings. This focus would support the design and 
development of hybrid storytelling models that can be customized for specific 
objectives and populations. Finally, GLARE production features need to be assessed 
in terms of usability and efficacy among different audiences (e.g., children, senior 
citizens) and objectives (e.g., formal educational initiatives, community engagement). 
Although the first adoptions of this technology have been promising, there is indeed a 
need for more systematic and rigorous analyses from multiple perspectives. 

5 Conclusion 

In this article, the development and implementation of the AR editor GLARE have 
been described to highlight the potential of an accessible AR production in terms of 
hybrid storytelling and gamification instances. Concrete and theoretical examples 
were provided to support this claim, and design/implementation insights were 
suggested for developers and educators. The purpose of this paper was therefore two-
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fold: a) promoting the importance of the productive side of AR for hybrid storytelling 
and gamification with an emphasis on how the development process should be 
inclusive and accessible to everyone; b) showcasing GLARE as an example of how 
these efforts can be concretized and inform additional research and applications that 
can expand the scope and use of this technology. 
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