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Abstract. This paper addresses concerns related to the ethical implications of 
artificial intelligence (AI) and its impact on human values, with a particular 
focus on fair outcomes. Existing design frameworks and regulations for 
ensuring fairness in AI are too general and impractical. Instead, we advocate for 
understanding fairness as situated in practice, shaped by practitioners' values, 
allowing stakeholders control in the situation. To accomplish this, the paper 
contributes by conceptually exploring a potential synergy by combining 
Cultural-Historical Activity Theory (CHAT) and Meta-Design. By doing so, 
human activities can be transformed to deal with challenges, in this case, those 
emerging from adaptive AI tools. While professional software developers are 
essential for making significant changes to the tool and providing solutions, 
users' involvement is equally important. Users are domain experts when it 
comes to determining practical solutions and aligning structures with their work 
practices. CHAT contributes through its emphasis on context, history, and 
mediation by tools. This enables a critical analysis of activity systems, helping 
to reveal underlying contradictions and identify areas where improvements or 
innovations are necessary. Meta-Design provides design concepts and 
perspectives that aim to empower participants, allowing them to actively shape 
the processes of tool design to align with their specific local needs and evolving 
conceptions of fairness in use-time. This offers an approach to empowering 
people and promoting more fair AI design. 

Keywords: Fairness, Artificial intelligence, Education, Teachers, Educational 
technology, Cultural-historical activity theory, Meta-design 

1. Introduction 

The improved capabilities of artificial intelligence (AI)-based tools raise concerns 
about their potential impact on central human values. This paper explores ethical 
considerations related to the influence of AI on human values, with a specific focus 
on promoting equitable outcomes. Existing design frameworks and regulations 
intended to ensure fairness in AI are broad and challenging to implement effectively. 
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The ethical aspects of use, implementation, and consequences have generated an 
intense debate. In this paper, we particularly address the issue of fair outcomes. The 
pervasive development and integration of AI into our daily lives mean that we 
regularly interact with AI tools, often without conscious awareness. This integration 
spans various activities, from AI-assisted purchasing and customer support through 
chatbots to personalized recommendations in TV and music streaming services. 
Noteworthy developments in generative AI, where large language models serve as the 
foundation for automated production of text, images, and sound, also merit attention. 
The ability of ChatGPT and similar language models in generating text 
indistinguishable from human-generated text [1] poses a challenge across intellectual 
practices. However, despite significant advancements in AI technology, the ongoing 
question is how people can take control to make these tools align with the values of 
fairness.  

In this paper, we argue that current design frameworks, legislation, and policies 
aimed at achieving fairness are overly broad and impractical in real-world application. 
Our main argument is that fairness must be understood as situated in practice. That is, 
it is shaped, interpreted, and upheld by the practitioners involved, grounded in their 
values. Consequently, the ethicality and fairness of a given technology may vary 
between contexts, being deemed fair and ethical in one context while deemed unfair 
and unethical in another, representing one important of many design trade-offs being 
typical for changes in the digital age [33]. Thus, the interpretation of fairness must 
emanate from human values, highlighting the importance of considering the social 
and cultural contexts in determining what is deemed fair. However, a significant 
challenge arises from the fact that many of the AI tools deployed today are opaque 
and difficult for users to understand or influence [2]. This lack of transparency and 
user control poses a potential threat to the principle of fairness and hinders AI tool 
users from intervening to ensure fair practices. 

Our overarching aim is to explore how AI tools could produce fair and just 
outcomes, placing emphasis on the unique circumstances of each situation where 
these tools are used. Our focus is on promoting the ethical and social responsibility of 
AI tools, with a particular emphasis on preventing biased or discriminatory outcomes. 
We assert that users of AI tools should be able to confirm, challenge, or extend the 
functionalities of these tools to ensure fairness. To facilitate this, we explore the 
integration of Cultural-Historical Activity Theory (CHAT) [3] and Meta-Design [4], 
proposing that this fusion offers conceptual contributions for future design processes. 
We suggest that adopting such a perspective could enable the development of tools 
that empower users to make local adaptations. 

Given the applied focus on contextualized understanding, our argumentation in this 
paper relies on a concrete setting to anchor our examples. Therefore, we use the lack 
of contextualized understanding as a starting point, employing the case of education 
as a narrative vehicle for our discussions.  

2. AI and Fairness 

In society, the potential risks and benefits of AI tools have been widely debated [5]. 
With significant investments in research and development, there is obviously a lot at 
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stake right now when it comes to AI. The discussion has often been polarized, as is 
common in public debates, and it can be claimed to overemphasize possible benefits 
versus risks. While AI tools are often portrayed as value-neutral, emphasizing positive 
applications and potential, they align with a broader narrative of effectiveness, 
optimization, and cost-saving. This alignment is underscored by Birhane et al. [6, p. 
182], who, in their review of high-impact conference papers in the machine learning 
field, noted a “lack of consideration of potential negative impacts and the 
prioritization and operationalization of values such as performance, generalization, 
efficiency, and novelty”. Conversely, there have been various efforts to restrict and 
regulate the use of these tools due to anticipated significant risks. These efforts 
include legislation, policymaking, and guidelines for the implementation or design of 
AI tools. 

One might argue that aspects of bias or unfairness must always be considered in 
the automation of work and public life. Any tool that produces support for decisions 
or, in practice, makes decisions on our behalf needs to align with our beliefs about 
what is considered fair or unfair. However, there are aspects of AI tools that make 
them particularly problematic in this respect [7]. Most significantly, many of the 
currently proposed tools are based on machine learning, which makes the decision-
making process less transparent compared to other tools [8]. This, in turn, makes it 
difficult to audit and criticize them to ensure that they are making decisions that are 
accurate, fair, and unbiased. However, unpacking these “black boxes” may not 
necessarily facilitate fair use. It might be difficult for AI users to oversee and fully 
understand the workings of AI tools, even when efforts are made to increase 
transparency. Furthermore, making AI tools explainable does not necessarily 
guarantee fairness in all situations, especially in real-world contexts. This is echoed 
by Felzmann et al. [9, p. 1] as they state, “The complexity of transparency for 
automated decision-making shows tension between transparency as a normative ideal 
and its translation to practical application”. Birhane [10] and Selbst et al. [11] argued 
that any context that surrounds an AI tool where it is deployed is abstracted away 
when the interest is narrowly bounded around the AI tool. Consequently, a lack of 
understanding of the social aspects in socio-technical systems, coupled with a focus 
on technical solutions, results in the generalized treatment of the social context 
without acknowledgment of local situated practices where benefits and harms are 
unevenly distributed. 
 
3.  Attempts to Deal with Fairness and Unfairness in Society 

 
In society, ongoing discussions revolve around the impact of AI on human agency, as 
these tools increasingly shape our decision-making and actions. This prompts 
inquiries into accountability, specifically questioning whether humans or AI tools 
should bear responsibility for outcomes [2]. The evolving relationship between 
humans and machines has also sparked political debates on how to ensure fairness and 
justice [12]. The approach to addressing this issue in society can be categorized into 
three main areas: 1) ensuring fairness through the design of AI, 2) legislation 
regulating the use and implementation of AI to ensure fairness, and 3) ethical 
principles promoting and restricting the development and implementation of AI. 
While we will briefly outline these three categories, our main critique encompasses all 
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of them. Even though generic models of ethics are useful, laws and ethical principles 
provide a foundation and serve to regulate actions. In situations where human 
judgment is involved, individuals are required to interpret, adapt, and apply these 
regulations in ways that are as appropriate as possible to each specific situation. 

3.1 Design 

Frequently, one central effort is the focus on engineering fairer and more just 
algorithms and models by using fairness itself as a property of the AI tool. In the field 
of AI, the concept of algorithmic fairness is commonly used to characterize 
technological solutions that are intended to mitigate systematic harm or benefits from 
AI tools [13]. This involves considering three stages: before, during, and after the 
computer processes information [14]. First, pre-algorithmic procedures focus on 
mitigating biases in datasets before using them to train algorithms. The goal is to 
prevent the algorithm from initially learning unfair biases. Second, in-algorithmic 
procedures concentrate on modifying the underlying rules of learning by adjusting 
algorithms’ internal rules and processes to ensure fair treatment. The idea is to build 
fairness directly into how the algorithm works as an integral part of its functionality. 
Finally, post-algorithmic procedures include taking corrective actions after the 
algorithm generates solutions or predictions and adjusting these to reduce any 
potential unfairness that may have emerged during algorithmic processing. Taken 
together, from this perspective, fairness is about model accuracy and is assessed in 
mathematical terms, where the model is classified as (un)fair in terms of the measures 
of undesired bias that can potentially generate discrimination [11], [13], [15]. 

3.2 Legislation 

Countries are intensifying their efforts to implement regulations to protect their 
citizens while simultaneously fostering innovation. In the wake of the rapid 
development of AI services, driven by large multinational corporations, who might 
not have fairness and democracy, but rather return on investments, as their main 
driver, there is a public response looking for policy and legislation. While this 
development triggers concern about negative impacts on democracy and human 
rights, it is also positioned as a way to gain international competitive advantage in 
export markets. In this regard, governments are introducing binding legislation to 
secure fair AI and foster long-term development, encompassing various domains such 
as privacy and data protection law, health law, and consumer law [16]. There is also 
cooperation around AI and governance and ongoing engagement to achieve consensus 
between countries and jointly agreed regulations. An illustrative example of such 
initiatives is the Artificial Intelligence Act, proposed by the European Commission 
[17], created to regulate high-risk tools. According to the proposal, certain AI tools 
are considered “high-risk” tools and, as such, obliged to undergo legally binding 
requirements based on their intended purpose. Certification of compliance must be 
ensured by the AI tool producer or provider. The AI act regulates the tool, at a 
particular action, and addresses product safety. Another example is the Convention on 
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the Rights of the Child, ratified as law in many countries, which designates holders of 
rights and obligations. In this context, children are the holders of rights, and society 
assumes the holdership of obligations. Various institutions with child involvement 
have adults tasked with children’s rights in different forms, ensuring their rights are 
respected. AI could potentially play a role in how these rights are addressed or 
impacted [18], [19]. 

3.3 Ethical Principles 

Another response to the challenges posed by the introduction of AI tools and to 
prepare for their widespread use has been a turn to ethical principles, which aim to 
encourage voluntary actions that are aligned with ethical values rather than imposing 
strict regulations enforced by law. Several initiatives have been conducted to produce 
principles to sustain human rights and social values and to ensure fairness. These 
documents are being issued by a range of entities, both from the private sector, such 
as companies and non-governmental organizations, and from the public sector, 
including government agencies [20]. This trend highlights an expanding awareness 
and concern within the international community regarding ethical considerations in 
the development and application of AI. AlgorithmWatch has mapped the global 
landscape of guidelines and principles to make automated applications ethically 
developed and implemented. To date, over 160 documents have been included in the 
database. Jobin et al. [20] identified in their review of ethical guidelines for best 
practices emerging around five ethical principles: transparency, justice and fairness, 
non-maleficence, responsibility, and privacy. 

3.4 Summary 

Designing AI models, ethical principles, or legislation might be useful to society in 
many ways. Some of these experiences might even be generically valid to all or most 
citizens, serving as a sufficient basis for a new tool design. However, not all aspects 
are covered by these general solutions. It is widely known that the shifting of personal 
responsibility when using AI tools can lead to decision-making that contributes to 
both bias and discrimination against individuals. This poses a challenge because AI 
tools are machines that cannot be held accountable for their decisions under the law. 
When algorithms are not transparent or easily understood by the public, it leads to a 
situation in which people have less trust in these algorithms and the organizations or 
systems that use them. The lack of transparency in algorithms consequently results in 
a lack of social trust [12]. Therefore, we argue that it is necessary to allow for the 
local adaptation of AI functionality to address these issues and challenges. 

4. AI and Fairness in Education 

Education has several qualities that make it particularly relevant to our discussion. In 
education, there has been a long-term increase in the use of computational 
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technologies in schools. Over time, this use has resulted in the generation of big 
datasets through educational platforms, digital textbooks, and free-online resources 
[21]. There is a large and growing interest from technology developers in building AI 
support for education [22]. Similarly, the EU AI Act proposal categorizes the use of 
AI in education as high risk, given its potential to determine access to education and 
shape an individual’s future, such as through exam scoring [17]. As education is 
regarded as central to societal functioning and a human right, there is already a long 
discussion concerning the fair and equal treatment of students in the educational 
system. Given the state's commitment to democracy, education is emphasized as a 
means to implement respect for human rights and the fundamental democratic values 
on which society is built. Fair and just schools are understood as similar educational 
opportunities to all regardless of disabilities, gender, family background, or 
socioeconomic status [24]. In line with this, the role of teachers is to distribute justice 
and ensure fairness in their everyday work when planning and preparing classroom 
instruction. As this implies, AI tools must work in line with these underpinning values 
or, at the very least, not work against them. Children are obliged by law to go to 
school and cannot “opt out” from monitoring AI tools and unfair treatment [23]. 
Therefore, our examples will zero in on a concern related to AI in the realm of work 
and public authority: ensuring fairness in educational settings. 

This calls for closer attention and points to a study in which researchers and 
teachers worked in close collaboration for several months to integrate an adaptive 
digital textbook with AI functionality in classroom practices. To effectively illustrate 
the challenges concerning fairness situated in practice, we will use the scenario 
presented below. The constraints of space here do not permit a more comprehensive 
empirical presentation, and we believe it is unnecessary to make the arguments 
presented in this paper. Thus, the following scenario is constructed by us, drawing 
from solid empirical work, and deriving from the findings of empirical research (see, 
for example, [25]. 

 
 

Teaching in a classroom with AI-supported digital textbooks: Imagine a classroom 
with 25 students, all aged 14, equipped with laptops and using a digital textbook 
integrated with AI support. The math teacher relies on this digital resource to assign 
individual math exercises during part of each lesson. As with any classroom, the 
students possess varying levels of mathematical proficiency, and the teacher strives to 
treat them fairly and equally by assigning appropriate tasks based on their abilities. 
The teacher also wants to ensure that the class progresses through the curriculum in 
line with national standards and has specific goals planned for each lesson to 
facilitate a logical content progression. 

At the start of a lesson, the class engages in a collective activity focused on today’s 
topic: the equation of a straight line. Afterward, the students work independently with 
the digital textbook, which automatically adjusts the difficulty level and provides 
personalized content based on each student’s performance. However, the use of a 
digital textbook has introduced a challenge. Some students have already completed 
all of the content, while others are struggling to keep up. The high-achieving students 
find themselves working on tasks that were initially planned for much later, the 
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“middle” group is progressing as intended, and the low-performing students have 
barely begun. 

Despite this situation, the teacher, guided by AI functionality, decides to allow the 
high-achieving students to work ahead of the class. Additionally, the digital 
textbook’s dashboard highlights the low-performing students in red, prompting the 
teacher to provide more support to this group. However, she is concerned that the 
high-achieving students are increasingly losing motivation due to the lack of attention 
they receive. The teacher initially planned to facilitate group discussions at the end of 
class but realizes that it becomes futile when almost half of the class is engaged with 
different content. Without knowing the exact possibilities for system design, the 
teacher desires more control over the textbook to ensure that all students work with 
the same content. Furthermore, she would like the dashboard to assist her in 
distributing her attention more fairly across the classroom. 

This scenario offers a concrete example of the dilemmas teachers face when 
attempting to implement an AI tool in the classroom. A digital textbook is designed to 
self-adapt to individual students’ levels of progression, with AI manifested as 
automated adaptivity in an intelligent tutoring system. The teacher encountered 
challenges aligning the content and instructions delivered by the AI tool, personalized 
for each student, with their own teaching tailored to class-level interests. 

5. Cultural-Historical Activity Theory and Meta-Design 

This section provides an explanation of CHAT and Meta-Design and the synergy 
from their integration. 

5.1 Cultural-Historical Activity Theory 

Technology-mediated activities can be investigated by Cultural-Historical Activity 
Theory (CHAT) as a conceptual lens to understand the historical and cultural context 
of human activity [3]. CHAT originates from the research conducted by Russian 
psychologists Lev Vygotsky and Aleksej Leontjev during the 1920s and 1930s [3], 
[26]. Vygotsky played a crucial role in shaping the theory by examining how 
individuals use tools and signs to engage in goal-oriented actions and transform 
challenging circumstances [27]. Later, Leontjev expanded Vygotsky’s individual 
perspective to understand how collective actions are driven by a common motive 
within activities [26]. Engeström further developed the understanding of how 
activities are organized by emphasizing six different components [28]. 

Among these components, the object assumes a pivotal role within the activity 
system, as it serves to differentiate and distinguish one activity system from another. 
The object essentially contains the collective vision shared by the participants and 
sums up their aspirations and desired outcomes for the activity. Notably, the object is 
not rigidly predetermined but rather undergoes continuous transformation and 
refinement by the individuals involved as the activity unfolds. A fundamental driving 
force behind the object is the presence of a shared motive that resonates with the 
collective objective [29], [30]. The subject encompasses individuals or subgroups 
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whose perspective and position serve as the chosen analytical lens. Within the activity 
system, the subject wields agency and plays a pivotal role [31]. Tools, on the other 
hand, are mediating artifacts that have a symbiotic relationship with the subject, 
wherein the tools serve to empower and assist humans in their endeavors [26]. Rules, 
encompassing both explicit and implicit regulations and norms, manifest themselves 
within the activity system, shaping its dynamics and interactions [27], [31]. Lastly, 
the community comprises individuals and subgroups who share a common object, 
forging a collective bond and driving collaborative efforts through a division of labor 
[27], [31]. These components in the system are interconnected, meaning that if any of 
the components change, the activity itself also undergoes a transformation. For 
example, if people in an organization decide to replace a computer with pens and 
paper, it will impact what is and is not possible within that context. This, in turn, 
alters the outcome of the activity. 

In other words, the activity should be understood through its embedded dynamic 
relations encompassing mediated and collective human agency. CHAT focuses on 
system-wide transformation and identifies and resolves contradictions to achieve its 
objectives. Contradictions are shaped by tensions over time and can serve as a 
powerful force for people to bring about change [32]. Technology mediates human 
actions, and this provides a way to explain relations between humans and the 
sociotechnical context in which they participate [34]. By this means, fairness is 
relationally defined and comes into being as a consequence of interactions with tools 
within the activity. Fairness is a concept that is not static over time or uniform within 
a given activity, but it is defined by its everyday dynamic movements and is 
continually revised. Working with fairness involves engaging in an open-ended and 
long-term process. 

Agency, in terms of CHAT, is described as “a transformative and relational process 
of breaking away from the given frame of action and taking the initiative to transform 
it” [35, p. 60]. The key instrument in this process is double stimulation, which 
includes first and second stimuli. The first stimuli are experienced by an individual 
(or a group) as a problem situation, triggering a conflict of motives between desirable 
alternatives requiring the courage of deliberate choice. Importantly, individuals are 
endowed with the power to act when they use an external artifact, a second stimulus, 
to find solutions to a problem. During this process, they formulate ideas and choose 
how they want to change the situation [30], [36], [37]. The second stimulus empowers 
subjects to extend the activity system to fit their needs. In CHAT research, several 
examples illustrate how participants in interventions can interpret theoretically 
identified contradictions and take action to change their situations [35], [38], [39]. 
Educational research, involving both teachers and students, shows a similar pattern 
[40]– [42]. 

The scenario outlined in Section 4 illustrates how the teacher experiences a conflict 
of motives between using the adaptive AI tool for controlling individual student 
tutoring and maintaining teacher-controlled instruction, including managing collective 
work. In turn, this can be understood as contradictions that emerge due to the dynamic 
and complex interactions that occur when an AI tool is used for teaching in a 
classroom setting. One identified contradiction arises between abstract notions of 
fairness and the practical application of fairness in specific situations—that is, 
between abstracted fairness and situated fairness. Here, a conflict arises between 
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two different views of what constitutes fairness in the context of an AI system. On the 
one hand, fairness is grounded in the design and programming of AI tools to be fair 
(abstracted fairness). On the other hand, fairness is an ongoing process that takes 
place within the environment where the AI tool is used, meaning that fairness depends 
on the interactions between the AI tool and the people or other systems with which it 
interacts (situated fairness). The other identified contradiction arises between self-
adaptive tools and human-mediated adaptable tools. This conflict originates from 
two different approaches to designing and managing complex digital systems. One 
approach is that AI tools are designed to be able to modify their own behavior and 
adapt to changing circumstances without direct human intervention. The other 
approach is AI tools that are based on flexible processes and workflows and designed 
to be able to be modified or adjusted by humans in response to changing conditions or 
new information. Overall, the main difference is the degree of autonomy and control. 

Despite the advantages of using CHAT to reveal underlying tensions in terms of 
contradictions to transform activity systems, it currently needs strategies to empower 
participants in transforming activities through the re-design of tools, in use time, to 
ensure situated fairness. While we understand how subjects can form the activity by 
selecting different tools, we are now facing a new era in which AI systems possess 
their own agency. When subjects contribute to or more directly shape the activity, it 
changes how the AI tool is trained, which in turn changes the AI tool and thus the 
ongoing activity. This poses a significant challenge within the CHAT framework, as 
the agency of tools conflicts with the core principle that assigns agency to human 
subjects. Previous research has recognized this challenge and proposed the need for 
theoretical development to address it [43]– [45]. In this paper, we contribute by 
embracing the concept of Meta-Design within the CHAT framework. By doing so, we 
acknowledge that subjects have the agency to modify AI tools, providing a new 
perspective on the evolving relationship between humans and AI. 

5.2 Meta-Design 

Meta-Design is a participatory approach to design that empowers end-users to become 
active co-designers of technologies rather than just passive users [46], [47]. It offers a 
theoretical understanding of people’s desire to take control of technology design in 
order to transform their activities [48]. Through Meta-Design, users are given the 
techniques and processes to shape and adapt the technology according to their specific 
needs and local contexts [46], [47]. Meta-Design’s distinctive feature lies in its 
emphasis on empowering individuals to influence and control technologies, setting it 
apart from other design methods, including the widely used design-based research in 
education. Design-Based Research (DBR) and Meta-Design share a focus on the 
design process, iteration, collaboration with stakeholders, and practical application. 
However, while DBR primarily focuses on designing learning environments and may 
involve the development of technologies [49]– [51], Meta-Design places a greater 
emphasis on user empowerment and control [48]. In the words of Fischer et al. [46, p. 
35], “A fundamental objective of meta-design is to create socio-technical 
environments that empower users to engage actively in the continuous development of 
systems rather than being restricted to the use of existing systems”. Meta-Design 
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engages users as continuous co-designers throughout a technology’s lifecycle. To 
achieve effective Meta-Design, technologies should offer customization options. 
Unlike closed technologies, Meta-Design provides users with tools and structures for 
tailoring technologies to their needs and transferring control from designers to users. 
This empowers users to actively contribute to their local objectives, fostering a 
dynamic, user-centric development process [47]. Shifting from self-adaptive AI tools 
to adaptable approaches through end-user design empowers users, placing them in 
control and fostering human involvement based on “Intelligence Augmentation” (IA) 
[52]. 

5.2 Incorporating Meta-Design in Cultural-Historical Activity Theory 

One of the key distinctions between Meta-Design and CHAT is their different focuses 
on the design process. Meta-Design stems from a tradition that highlights the active 
participation of end users in the design of technologies [46]. This dimension can be 
fruitfully integrated into CHAT as both frameworks share epistemological principles 
that emphasize the collective nature of activity and the transformative process that 
emerges from people’s perceived challenges, without relying on predetermined 
solutions. Tensions in terms of contradictions (CHAT) and design trade-offs (Meta-
Design) signify participants’ need for change and act as catalysts for their motivation 
to reshape their situation [32], [32], [48]. The occurrence of tensions related to the use 
of technologies is, in other words, the relevant catalyst for integrating Meta-Design 
into CHAT, as they are linked to a need that stimulates people’s agency and drives 
change. It is through the collective agency of individuals within their local contexts 
that enables them to change their situation. Thus, adaptions of technologies are 
negotiated and adjusted in action in relation to aspects that emerge in the dynamic 
activity. In both Meta-Design and CHAT, the process by which individuals 
collectively transform their situation is viewed as a form of learning. However, Meta-
Design specifically focuses on the concrete actions of individuals and their 
involvement in the design process in use time. Therefore, this combination provides a 
valuable perspective for examining the dynamic interplay between AI-mediated 
systems and human agency. As Fischer mentions: “Development and increased use of 
AI-systems have led to a growing importance of application domain knowledge held 
by domain experts rather than by software developers, who suffer from a thin spread 
of application domain knowledge. Another challenge is the need for open, evolvable 
systems that can adjust to fluctuating and conflicting requirements” [52, p. 7]. 

Currently, engineers are designing AI tools for scale based on generic assumptions, 
requiring them to go beyond the needs of individual users and make choices that 
facilitate widespread adoption for future users. Along this line, Meta-Design supports 
the design and evolution of systems with an intended solution (at design time), while 
determining what will work for each individual user (at use time) [53]. 
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6. Summary Statement and Comparative Overview of CHAT and 
Meta-Design 

In this comparative overview, we highlight the dimensions of CHAT and Meta-
Design, summarizing their scope, user involvement, analytical and design-oriented 
aspects, strengths, and challenges. 

Table 1: Overview of CHAT and Meta-Design 

Dimension CHAT Meta-Design 
Scope Understanding and transforming 

existing activity systems with 
their socio-cultural implications. 
Human-made development is not 
merely an afterthought but rather 
consciously integrated into the 
transformation of activity systems 

Provide environments to 
support users as designers in 
designing the design process 
itself, tailoring design 
according to intended user 
needs and contexts 

User 
involvement 

Multi-voicedness and stakeholder 
inclusion 

User involvement and co-
design 

Analysis vs. 
design 

Focused on understanding and 
transforming activity systems 

Focused on enriching and 
transcending existing design 
practices 

Strengths 
 

Contextual analysis for 
identifying problems and conflicts 
as sources of change 

Architecture and frameworks 
for users to adapt and evolve 
the design 

Challenge  Methodical strategies for re-
designing tools in use time to 
adapt to local needs 

Requiring substantial learning 
efforts for users 

 
Applying this overview to the previous narrative on a teacher employing Meta-

Design enables them to function as users as designers, collectively reshaping AI tools 
to adapt in real time. For example, we observed a conflict of motives between the 
adaptive AI tools, which are responsible for individual student tutoring, and teacher-
controlled instruction, which oversees collective activities. Through the 
implementation of Meta-Design, educators can empower themselves to address this 
conflict by collaborating with developers to assume control of the AI tool design 
process, allowing for customization within their specific context. In practical terms, 
this might entail creating a teacher’s interface within the digital textbook, granting 
teachers the ability to override system recommendations when necessary. This would 
enable educators to synchronize the class’s progress and assign identical content to all 
students during group activities if the situation demands it. Consequently, these 
design modification processes have the potential to resolve identified contradictions 
within the educational environment and give end-users agency over the AI tools that 
respond to their needs. The integration of Meta-Design can thereby influence the 
entire educational activity system, helping stakeholders to collectively transform the 
situation to align with their unique requirements, thus promoting sustainable learning 
efforts. 
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7. Discussion 

In this paper, we explore the possibility of integrating CHAT and Meta-Design to 
facilitate the customization of AI tools to meet people’s needs in local contexts. These 
two frameworks share a common emphasis: the crucial transformation of AI-mediated 
systems to be responsive to people’s needs. Both CHAT and Meta-Design underscore 
that systems can be adapted and modified over time as people’s needs and desires 
evolve. Additionally, these frameworks emphasize the importance of collective 
development and local needs in this iterative process. 

The growing interest and reliance on designing AI models, ethical guidelines, and 
regulations to ensure fairness have been questioned, highlighting concerns that this 
approach may lead to implementations without adequate safeguards to ensure fairness 
[54]. As Munn [54, p. 2] reasons, this results in “a gulf between high-minded ideals 
and technological development on the ground – a gap between principles and 
practice”. In a review of empirical literature on AI in education, Baker and Hawn [55] 
identified and discussed causes of bias, revealing many unknowns about how certain 
groups of students are unfairly impacted by AI tools. Alongside this knowledge gap, 
Selwyn [56, p. 624] acknowledges the relational property of harm and the need to pay 
attention to local and specific experiences by individuals: “Any instance of some 
people being disempowered and disadvantaged by the implementation of AI 
technologies in education is accompanied by others being empowered and 
advantaged. As such, any particular AI technology might appear to work perfectly 
well, and be of great advantage, for many teachers and students. Nevertheless, for 
many others, the same technology can simultaneously be experienced in harmful 
ways.” 

Thinking broadly about power and control and focusing specifically on how AI 
models affect certain individuals or communities, there is a need to engage with often 
overlooked (minority) groups affected by AI. This emphasizes a more inclusive and 
collaborative approach in the development and deployment of AI to address the 
diverse needs and concerns of affected communities [54]. In alignment with this 
perspective, there is a call for critical reflections on the implications of AI 
implementation for teachers and students in current classrooms. This call emanates 
from the observation that teachers and students have not been given the possibility to 
sufficiently influence the design or implementation of new technologies as active 
participants in a development process. Instead, they are often provided a space and 
role to act as facilitators for interaction [57]. A valuable lesson learned from this 
situation could be to integrate AI evaluations into discussions around pedagogy, 
curricula, the role of teachers working with automated tools, and agency. This 
integration can be achieved through interdisciplinary dialogues in collaboration with 
stakeholders such as teachers, students, and parents [58]. However, even if awareness 
of this might be a good starting point, it raises a nontrivial question of how this should 
be operationalized locally in schools and classrooms.  

Combining CHAT and Meta-Design can address and complement different 
aspects of agency in dealing with adaptations to ensure fairness in local contexts. This 
theoretical extension offers an opportunity for people to adapt AI tools so that they 
can evolve alongside their changing perceptions of fairness in a given activity. By 
working together, people can identify their specific needs regarding fairness and 
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design tools that are tailored to their local contexts. This approach enables people to 
modify and customize these technologies to better suit their needs, shifting from a 
culture where individuals can choose only from available AI tools to one where they 
actively participate in the design of these tools. As a result, people are not just 
consumers of technology but active co-creators. People can thus adapt these tools 
according to their context of use, providing new opportunities to address fairness with 
AI tools that cannot be easily resolved through law, design, and policy measures. This 
theoretical lens offers an approach to empowering people and promoting a more fair 
and contextually appropriate AI design.  

It is essential to acknowledge that there are also recognized risks associated with 
end-user development. In safety-critical domains, where software reliability and 
accuracy are of utmost importance, end-user development can pose a danger. Also, 
rapid changes during the development process may lead to throwaway software and 
the development of unreliable and unmanageable software. Additional risks include 
the potential that end users lack sufficient knowledge about system development and 
an increased vulnerability to hacking attacks. These risks in end-user development 
can be mitigated through constructive support and end-user education that fosters a 
sense of responsibility [46].  

To empower end-users to influence their circumstances, the design of AI systems 
must take their needs into consideration. This is particularly justified by end-users’ 
unique insights into the challenges posed by technologies in their activities, a 
perspective that might differs significantly from that of software engineers. Involving 
end-users in the design process is therefore not only crucial but also deemed 
necessary for a comprehensive understanding and sustainable development [52]. 
Involving end-users in the design process can ensure that AI tools become sensitive to 
the needs and concerns of the local community and promote fairness. CHAT 
contributes through its emphasis on context, history, and mediation by tools. This 
enables a critical analysis of activity systems, helping to reveal underlying 
contradictions and identify areas where improvements or innovations are necessary. 
Meta-Design provides design concepts and perspectives that aim to empower 
participants, allowing them to actively shape the processes of tool design to align with 
their specific local needs and evolving conceptions of fairness in use-time. This offers 
an approach to empowering people and promoting more fair AI design. 
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