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Abstract. Even though the benefits of learning analytics (LA) have been 
recognized in research, there are still challenges to its more widespread adoption, 
which could contribute to the development of smart learning ecosystems beyond 
2030. Trustworthiness of LA is an aspect which could play an important role in 
the adoption of LA, especially in the artificial intelligence (AI) era. Different 
dimensions of trustworthiness of LA have been researched, but the framework is 
still fuzzy. We conducted a scoping literature review to provide more clarity, and 
in this paper, we presented an overview of theoretical considerations and 
dimensions of trustworthiness of LA. We grouped the identified dimensions into 
social and technological aspects, and pointed to horizontal dimensions related to 
both. These dimensions were used as the basis for a comprehensive definition of 
the trustworthiness of LA. Finally, we identified the challenges and open 
questions related to using LA to support smart learning ecosystems. 

Keywords: learning analytics, trustworthiness, trust, data, ethics, data security, 
algorithms, fairness  

1   Introduction 

In order to respond to the needs of the contemporary society, the Timisoara Declaration 
[1] called for the development of smart learning ecosystems. In this context, it 
emphasized the increase in data production in phygital environments, and called for the 
use of data for monitoring, to foster transparency, reveal problems, expectations and 
needs in learning processes, providing grounds for “an increase in individuals’ and 
ecosystems’ smartness”. Furthermore, it pointed to the value of drawing questions from 
data and statistical analyses, drew attention to the use of trace data, and stressed the 
obligation to provide interoperable, easy-to-use analytics tools. In other words, the 
Declaration highlighted the importance of meaningful learning analytics (LA) in the 
development of smart learning ecosystems.  

For over a decade, LA has been increasingly used in teaching and learning practice 
to enable better understanding of learning processes, provide grounds for targeted 
learning support, enhance learning experiences, and foster self-regulated learning.  
However, regardless of the recognized opportunities it provides in taking teaching and 
learning forward, LA is still not widespread and used in its full potential in higher 
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education (HE) [2], let alone other levels of education, where research on LA has been 
much less substantial [3]. Reasons for that may be various, including the lack of policies 
and strategic support from academic leadership for the implementation of LA, poor 
capacities for data-informed decision-making, and differing stakeholder engagement 
[4]. 

Moreover, the adoption of LA can be significantly affected by another factor: trust 
[2]. Therefore, the aspect that has been recently gaining more and more attention in the 
LA arena is the trustworthiness of LA. Logically, without being able to trust LA, 
stakeholders (primarily students and teachers, but also institutions and decision-
makers) cannot be expected to engage in LA or use it in decision-making related to 
teaching and learning. LA applications should, therefore, not only be innovative and 
useful, but also trustworthy, to support making data-informed decisions about learning 
[5]. Notably, it is not only about LA tools: trust in LA also involves the perspective of 
trust in stakeholders [6]. 

A number of studies have been conducted touching upon or more deeply analyzing 
the issues related to trust in LA, often drawing on the existing ethical frameworks. 
However, as pointed out in some recent work, trust has generally been explored without 
taking a critical look at its elements and definition [7] [8]. So, what does the notion of 
trustworthiness of LA actually entail? What are the main challenges? What are the 
essential components of building a trustworthy LA system? How can we support more 
trustworthy LA? Finally, what questions do we still need to answer to be able to harness 
the potentials of trustworthy LA in developing smart learning ecosystems? 

Our aim is to refer to the existing research, explore the overall concept and group 
the dimensions of trustworthiness of LA. Based on that, we will propose a definition of 
trustworthiness of LA. Furthermore, we will identify the key challenges and open 
questions. Providing clarity may facilitate the setting up of trustworthy LA systems in 
the future and, consequently, their more widespread adoption, enhancing the 
development of smart learning ecosystems. 

2 Background 

Even though LA and artificial intelligence (AI) are distinctive research fields [9], it has 
been pointed out that, as a multi-disciplinary field, LA involves AI [10], and that LA is 
“increasingly unthinkable without AI” [8]. Building on the Timisoara Declaration, 
which called for meaningful use of data and analyses in the development of smart 
learning ecosystems, the Troyes Declaration [11], in the light of recent developments, 
drew special attention to AI. Particularly, in the context of people-centered smart 
learning ecosystems beyond 2030, it stressed the potentials of a collaborative interplay 
between humans and AI. 

Trustworthiness is a prominent issue in the context of AI, so much that, as an 
example from the European context, the European Commission has developed 
guidelines to promote it [12], followed by a set of specific guiding documents, 
including guidelines for the use of AI in teaching and learning [13]. Therefore, while 
exploring trustworthy LA, we will start by briefly referring to the components of 
trustworthy AI.  
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According to the mentioned guidelines [12], trustworthy AI has three components: 
it should be lawful, ethical and robust. It requires human agency and oversight; 
technical robustness and safety; privacy and data governance; transparency; diversity, 
non-discrimination and fairness; societal and environmental wellbeing; and 
accountability. The said guidelines have often been referred to in the current research 
on trustworthy or trusted LA. However, there is a complex relationship between AI and 
LA, and it is worthy to consider whether LA might need a more specific framework. 

When considering LA in particular, there has been some research aiming to identify 
the aspects of trustworthy LA. For example, a criteria catalogue has been proposed [5] 
aiming to support students in assessing the trustworthiness of LA applications, covering 
seven core areas: autonomy; protection; respect; non-discrimination; responsibility and 
accountability; transparency; and privacy and good data governance.  

Moreover, to facilitate trusted implementation of LA, a checklist has been proposed 
[14] with action points to be considered by managers and decision-makers, including: 
determination (why do you want to apply LA?), explain (be open about your intentions 
and objectives), legitimate (why are you allowed to have the data?), involve (involve 
all stakeholders and data subjects), consent (make a contract with the data subjects), 
anonymize (make the individual not retrievable), technical (procedures to guarantee 
privacy), external (if you work with external providers).  

There have also been initiatives to promote policy development supporting 
responsible and ethical adoption of LA, like the Jisc’s Code of Practice for LA [15], the 
Open University’s Policy on Ethical Use of Student Data for LA [16], and the SHEILA 
Framework [17].  

A recent study [8] established the “contours of trust” in LA and steps that higher 
education institutions (HEIs) could take to foster it. The study identified, inter alia, the 
elements of trust in institutional understanding of students’ learning (competency, 
transparency, understanding of learning theory, institutional values, privacy and ethics, 
data quality, finance/staff resource, student as individual); elements impacting the 
trustworthiness of data (data completeness/relevance, ethical framework, competence 
in data analysis, data stewardship, transparency, quantification, understanding context, 
purpose); elements of trust in LA planning and design (stakeholder involvement, 
understanding of purpose, appropriate methodology/theory base, cohesive 
vision/strategy, understanding of student success, data availability/appropriateness, 
ethical framework, transparency); and elements of trust in operationalization of LA 
(transparency regarding purpose, data capture and use, problem/context understanding, 
consent, staff/student capabilities/training, understanding limitations and benefits of 
LA, key stakeholder involvement, organizational readiness, clear ethical and legal 
framework). 

However, while research abounds, and frameworks and guidelines [18] have been 
developed for ethical implementation of LA, there is still a lack of their practical 
implementation [19]. Moreover, these have not been envisaged as generic, conceptual 
frameworks defining trustworthy LA and its dimensions.  
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3   Research questions and methods 

To provide an overview of the topics researched and discussed in relation to trustworthy 
LA, a preliminary scoping literature review has been conducted. Scoping reviews are 
used “to clarify working definitions and conceptual boundaries of a topic or field“ [20]. 
They can serve, inter alia, to identify key characteristics related to a certain concept, 
and as a step before a systematic literature review [21].  

The aim of this scoping literature review has not been to synthesize the evidence and 
results reported in the literature, but to provide insights into the dimensions of 
trustworthiness of LA and the related open questions, relevant with respect to the 
development of smart learning ecosystems. Therefore, the review focuses on the 
following research questions (RQ): 
 

1. What are the dimensions of trustworthiness of LA? 
2. How can we define the trustworthiness of LA, taking into account the 

identified dimensions? 
3. What are the open questions related to the trustworthiness of LA? 

 
The review started by extracting the initial group of research papers from two major 

bibliographical databases: Web of Science (WoS) and Scopus. The search was done on 
25 July 2022, based on the following search string: ("trustworthy" OR "trustworthiness" 
OR "trust") AND "learning analytics". To provide a comprehensive overview, no time 
limitation was imposed on the search. The search identified the total of 75 papers in 
WoS and 73 in Scopus. Among the papers identified in Scopus, 21 were not already 
included in WoS, so only these were included in further analysis. The search was 
repeated in WoS on 15 February 2024. This time, only papers published since July 2022 
were considered, resulting in 26 additional WoS entries. 

In both phases, titles and abstracts were then manually screened. Entries not 
representing research papers, such as conference proceedings summaries, were 
excluded from further analysis. All the research papers were then checked against two 
general criteria: whether they deal with LA and, if yes, whether they deal with trust or 
trustworthiness. After detailed examination, the final list of 23 articles was extended 
with additional 14, using the snowballing technique, i.e. using the reference lists and 
citations in the extracted papers to identify additional papers [22]. Additionally, three 
other documents (legal, reports) were included in the final review. The final analysis, 
therefore, included 40 papers (marked with an asterisk in the reference list). 

4 Results and discussion 

4.1 Dimensions of trustworthy LA (RQ1) 

The research papers included in the review dealt, in more or less detail, with fostering 
trust in LA or ensuring the trustworthiness of LA. Here, it should be noted that, at least 
for the purpose of this paper, trust and trustworthiness are considered as different 
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concepts. While trust is more subjective, seen as a subjective belief that LA can be 
trusted, trustworthiness is perceived as a more objective quality of an LA system. In 
fact, in a recent study on the trustworthiness in LA [8], trust has been defined as 
“subjective, psycho-social, relational and often asymmetrical and founded on the 
character/values/credibility and track record/consistency/expertise of the 
person/organization requiring our trust”. The study states that “the level of trust can be 
influenced by the transparency of the process/requirements and predictability of the 
envisaged outcomes, and a belief in fairness and benevolence”. 

The fact that users trust an LA system does not necessarily mean that the system is 
actually trustworthy, nor does a trustworthy LA system necessarily get the trust of its 
users. We acknowledge, though, that the two are mutually closely connected, and 
therefore this review takes both aspects into account when talking about 
trustworthiness. 

The review of the selected research papers shows that the trustworthiness of LA can 
be considered through two aspects: social (ethical and legal) and technological (data, 
algorithms and infrastructure), or “soft” and “hard”. The two should by no means be 
considered in silos, as they are mutually interrelated and often dependent. Each 
consideration encompasses a range of more specific dimensions. There are also 
horizontal dimensions, important in relation to both the social and technological 
aspects. 

 
Social aspects. Even though there is an understanding that insights into learners’ 
behaviors provided by LA are valuable to learners, teachers, as well as educational 
providers, the collection and use of data for LA have been facing various ethical 
challenges, including those related to privacy, informed consent, and de-identification 
of data, location and interpretation, as well as classification, management and storage 
of data [23]. A systematic literature review of ethical considerations covered in 
empirical research analyzed the available research from the perspective of the following 
areas of ethics: transparency, privacy, informed consent, responsibility, minimizing 
adverse impacts, validity and enabling interventions [24]. 

These ethical considerations are closely related to regulation. In the European Union 
(EU), data privacy, protection and security have been strictly regulated by the General 
Data Protection Regulation (GDPR) [25]. Protection principles outlined in GDPR 
include, inter alia, lawfulness, fairness and transparency, integrity, confidentiality, and 
accountability. The EU AI Act [26] includes some applications of AI in education 
among high-risk AI systems, particularly when it comes to the use of AI in evaluating 
learning outcomes, including those used to steer learning processes, and monitoring and 
detecting students’ prohibited behavior during tests, opening up new questions related 
to LA. Furthermore, there are institutional rules and regulations regarding the ethical 
use of data [16]. 

In the following sections we provide a more detailed overview of the social aspects 
of trustworthy LA. It should be noted that responsibility and accountability will be 
discussed separately, as they are seen as more horizontal. 
 
Privacy, data protection and data security. LA systems frequently collect sensitive 
data, including on demographics, grades, and interactions with online content [27]. 
How students’ data privacy is regulated depends much on institutional data governance, 
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as well as data security, consent and accountability [28]. There are issues related to how 
students’ personal data are collected, stored, analyzed, and presented to various 
stakeholders. In particular, according to a recent SLR, privacy and data protection-
related issues in LA include collecting sensitive and excessive data in the data 
collection phase; anonymization, storing sensitive data and calculation problems in the 
data analysis phase; misuse of data, anonymization, storing sensitive data and 
calculation problems in the data reporting phase. Furthermore, issues cross-cutting the 
different phases include those related to the definition of LA privacy, communication 
and transparency, power relationships, lack of quality and stakeholders’ conservative 
attitudes, and issues related to legislation [29]. Although students’ personal data are 
often anonymized when processed and stored, it has been pointed out that this is but a 
small step in ensuring a comprehensive educational data governance for LA [30], and 
“data security is a poor stand-in for privacy” [31]. A recent SLR found there are privacy 
and data-protection related differences in the attitudes of stakeholders, including those 
between students, between different stakeholders (students and teachers, students and 
developers), and between students and reality [29].    

It has been pointed out that students trust their HEIs in terms of respecting their 
privacy, not disclosing and misusing their data, but using the data in a way that serves 
student interests [32]. However, students also often have concerns about privacy, 
control of what data and for what purposes are collected, implications of the analyses 
[16], and the storage and accessibility of their data later on [33]. Research has found 
they are more cautious about sharing certain types of data, especially their personal 
information and data trails of their online behavior [30]. It has been found that students’ 
privacy concerns, risk and control perceptions, are related to their trust and non-self-
disclosure behaviors, and that reduced perception of risk may contribute to the adoption 
of LA [34]. Similarly, teachers also have concerns about access rights, transparency 
and consent, as well as data sharing and ownership, especially when it comes to digital 
tools providers outside education institutions [6]. 
 
Agency, autonomy and control. It has been observed that the relationship between the 
privacy principles and the acceptance and use of LA points to the need to actively 
involve students, as well as other stakeholders (including teachers, administrators, 
instructional designers) in the implementation of LA [30]. There have been many calls 
to engage end-users in LA development [35], including educating students about 
institutional LA practices [36], giving them more agency in relation to how data is used 
in LA [14], or including teachers in customizing multimodal LA solutions [35], which 
can affect their sense of agency and trust in LA outputs. Nevertheless, despite the calls 
to give students more agency in how data is used in LA, their concerns about privacy 
may still prevent students from taking part in LA [37]. 

Students’ agency is related to their consent to participate in LA, which demonstrates 
respect and supports their autonomy and voluntary collaboration [37] [23]. However, it 
has been recommended that students should be given control which exceeds the 
possibility of opting out. They should have access to their records, rationales for 
decisions based on the collected data, and be able to add to the collected data [16], as 
well as correct or remove information [38] as part of the data governance. They should 
be informed and included whenever their data, either individual or aggregated, is in 
question [39]. When it comes to control, the issue of ownership of LA data has been 
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pointed out as essential, specifically the question of who owns the data derived from 
the raw data collected from users [27], especially relevant once third-party providers 
come into the scene. Unbalanced power distribution in data processing and decision-
making in LA has been pointed out as an obstacle to promoting trust in LA [2]. 

Furthermore, besides autonomy, concerns about surveillance, also expressed by 
students themselves [16], have been characterized as contradictory to educational 
values [2]. For example, data collection has been found to threaten students’ agency 
[40], and there are concerns about personalized approaches leading to spoon-feeding 
instead of empowering students [41]. 

To enable trust, LA should be developed in alignment of priorities of different 
stakeholders, in order to support not only inclusiveness, but also relevance of LA with 
respect to the needs of end-users. In this context, human-centered LA has been gaining 
prominence [42], and various co-design models have been proposed including different 
stakeholders in the design, development and implementation of LA [2]. Research 
suggests the need to include students in collecting, analyzing and using their data [16]. 
However, although a number of LA-related studies have called for more inclusive 
strategies, LA is still often developed without including the key stakeholders (primarily 
students and teachers) in the process [43]. End-users often just provide data and get the 
results of analyses [35].  

 
Stakeholders. Trustworthiness of LA is also related to the issue of trust in stakeholders 
(HEIs, third parties), in terms of competence (experience and expertise) to implement 
LA or deal with ethics-related issues. This relates to, for example, competence in e-
learning systems or data analysis, as well as awareness of the context. Moreover, when 
it comes to third parties, there are concerns about commercial targeting, and data 
ownership and sharing. [6] In this sense, the issue of AI loyalty has been pointed out, 
and the question of who AI systems actually work for, related more to the ethics of the 
people than of the technology. It has been noted that, to increase transparency and 
trustworthiness, AI systems should be aligned with the interests of students and others 
affected, which again points to the involvement of stakeholders in the design and 
implementation of AI [44], applicable also to LA.  
 
Technological aspects. Privacy and ethical use of data are closely linked to trust in 
algorithms and systems using student data. Research has been dealing with 
infrastructure protecting student privacy, at the same time maintaining the utility of LA 
methods, as well as algorithms and methods enabling us to measure and mitigate 
potential risks, including algorithmic fairness. [19]  

Technological considerations are, in various ways, related to the social ones. 
Importantly, when considering the legal perspective, in the EU, the GDPR [25] states 
that data protection principles have to be considered in the design of any product or 
activity. Protection principles outlined in the GDPR include, inter alia, storage 
limitation, and integrity and confidentiality, that includes the encryption of personal 
data. The EU AI Act points out the obligation to guarantee the right to privacy and 
personal data protection through all parts of an AI system’s lifecycle [26]. 
 
Data, algorithms, accuracy and fairness. The accuracy, reliability and fairness of LA 
is very much related to the data it is based on. However, there are a number of factors 
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that can affect the data and introduce bias to LA results, consequently also leading to 
biased algorithms.  

In terms of data accuracy, teachers have expressed concerns about outdated data, 
different data channels, lack of data governance, power relationships, response bias, 
and technical problems [6]. Furthermore, to have a comprehensive view of teaching 
and learning processes in blended environments, various data from digital and physical 
contexts would be needed, calling for the application of multimodal LA. Differing data 
sources can affect the accuracy, relevance, interpretability and actionability of LA, 
which can, in turn, influence users' sense of trust and agency. [35] Furthermore, it has 
been pointed out that insights from LA are “objective to the extent that the reliability 
of observed patterns can be enhanced by a sample that is large in volume and diverse 
in scope” [2]. 

Moreover, students’ consent and opting out can influence the predictive power of 
LA models. It has been shown that biases exist in predictive models, which is partly 
caused by samples which are not representative, and restricted data may lead to reduced 
accuracy of machine-learned models. [37] There has been a concern that students 
opting out from LA, which can differ among student subpopulations (e.g., demographic 
groups), may skew predictive models and introduce bias [37]. Besides inconsistencies 
in student data, psychological factors affecting student data have also been recognized 
as issues related to the precision of prediction [6]. 

Another concern related to the reliability of LA is related to “fake learners”. This 
specifically refers to Massive Open Online Courses (MOOCs), where LA can be biased 
by users who take advantage of anonymity and openness of MOOCs, e.g., by using 
multiple accounts or unauthorized collaboration. However, it has been found that the 
behavior of “fake learners” differs from that of “true learners”, and according to some 
research, LA results may differ depending on whether “fake learners” are removed from 
the data or not. This points to the need for research methods that are more verifiable, 
robust and generalizable [45] [46]. On another point, if they know they are being 
observed, students and teachers can start acting in a way that “satisfies algorithms” [2].  

Algorithmic fairness, although in the focus in the fields of machine learning and AI, 
has only recently got more prominence in the field of LA [19] [47]. It has been pointed 
out that LA aims to support all students, but potential bias and lack of impartiality of 
algorithms may lead to inaccurate modelling for student groups which are not well 
represented, affecting the fairness of LA [37]. 

Research has shown a possibility of bias of LA models against students of some 
demographic subgroups, and there are unknowns related to which unfairness mitigation 
algorithm or metric to use. In relation to this, it has been found that preserving fairness 
does not necessarily negatively affect LA utility, in fact, ensuring fairness can 
sometimes enhance utility. Interestingly, it has also been found that data bias does not 
necessarily lead to predictive bias [47].  

Finally, the complex structures and non-transparent decision-making mechanisms of 
machine learning models make it hard for users to interpret and, consequently, trust the 
predictions [48]. It has been noted that trustworthy AI in education relates to the 
interpretability of prediction outcomes and processes, as well as the inclusion of subject 
experts in the development of prediction models [48]. In this context, the need for 
“explainable AI” has been emerging [49]. 
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Infrastructure. For successful LA infrastructure, one of the essential factors is the 
ability to decide on the necessary software architecture concept: there are different 
architectural concepts in LA and the selection of the appropriate one is not 
straightforward. [50]  

LA systems, especially when meant to serve a large number of users, face challenges 
such as large amounts of rapidly arriving data, possibly from diverse sources (various 
virtual environments, as well as multimodal data), which are often duplicated, 
fragmented, non-standardly represented and differently identified. [50] Such challenges 
have to be faced by big data software infrastructure, while proactively anticipating the 
volume, velocity and variety of the incoming data [51]. Importantly, big data should 
also be seen from the perspective of its veracity, meaning its trustworthiness and 
accuracy [50]. However, it should be noted that many institutional LA system use data 
that are far from big data, and in their case, these challenges are not so prominent. 

Privacy frameworks and regulations have important implications for the design of 
tools, architectures and practices in LA [52]. For example, the abovementioned GDPR 
principle of protection by design poses multiple challenges for the development of LA 
architecture [50], and the EU AI Act sets out clear requirements and obligations related 
to high-risk AI systems [26]. 

 
Accessibility. Besides data on students with disabilities often being poorly represented, 
there is also the issue of interface design and LA that is accessible and usable for diverse 
students, especially when it comes to visualizations and dashboard design [53] [54]. It 
is important to ensure that LA tools and systems can be accessed and used by different 
groups of users, including those with disabilities (e.g., visually impaired students, or 
those with learning disorders like dyslexia), as well as those speaking minority or 
foreign languages. 
 
Horizontal aspects. Besides the described dimensions, which can be generally grouped 
as social or technological, there are also dimensions (such as transparency and 
accountability, also emphasized in the GDPR [25]) which should be horizontally 
applied to both.  
 
Transparency. Transparency has been identified as an important driver for successful 
implementation of LA [30]. Some research indicates that students may be comfortable 
with personal data collection if it led to more effective support, which may suggest that 
transparency has an important role in students’ perceptions of privacy in LA. Students 
should know what data are collected, by whom, for what purposes and benefits, and 
who will have access to the data; they should also have access to the analyses and 
related feedback. [16] Furthermore, it has been found that students may be willing to 
share more data if an LA system provides “rich and meaningful information” [30]. 

The importance of considering transparency in the design of LA and AI-based 
algorithms has also been pointed out [55]. This implies that, for LA to be widely 
accepted, its AI components need to be interpretable, so that the reasons for AI systems’ 
outputs can be understood. Moreover, they should be explanatory, meaning that AI 
systems provide information behind the reasoning [55], with more and more focus 
being put on explainable AI [49]. 
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Responsibility and accountability. To support trust in LA, committed leadership and 
sound policy is needed [2], at the institutional, as well as higher levels, calling for 
responsibility and accountability. Some authors have noted that responsibility and 
accountability overlap with transparency, privacy, good data governance and autonomy 
[5]. Research suggests that (HE) institutions should be mindful of providing 
transparency, student control, and clarifying the consequences, benefits, risks and 
possible biases to students [16], and are “obliged to educate” their students about 
institutional LA practices [36]. Moreover, HEIs have been described as “information 
fiduciaries”, with the responsibility to use students’ data to promote students interests 
and the institution’s educational mission [32]. Recent research has also found that 
teachers trust the competence of HEIs and usefulness of LA, but not so much third 
parties when it comes to privacy and ethics, or data accuracy because of issues like a 
lack of data governance or outdated data [6]. Again, this links to the issue of AI loyalty 
[44] and working in line with institutional values and the best interest of students in 
mind. 

Moreover, institutional leaders and teachers should also be accountable for the 
implementation of LA, for example, providing more transparency on the use of data 
[37]. Some research has found that students inherently trust their institutions and expect 
them to use their data ethically [16]. Furthermore, to support trust in AI, teachers’ 
knowledge about AI should be enhanced, and supported by professional development 
[56]. In this respect, in broader terms, institutional leaders should be responsible to 
support the development of digital, AI and data literacy of teachers, so that LA results 
are understandable to them and do not represent black boxes. More particularly, 
teachers should be provided with support and learning opportunities to acquire skills 
needed to use LA and extract relevant information from data [6]. Curricula should also 
foster the AI and data literacy of students, to enable the understanding of LA and self-
regulation of learning.  

Finally, it has been found that institutional trust, relation between the amount of data 
collection and perceived benefits, and comfort regarding teachers’ use of data for 
learning engagement are essential for students’ decisions on participation in LA [37]. 
 
An overview. As can be seen from the described aspects and dimensions, they are 
mutually related, often dependent, and should therefore be seen as parts of a whole, as 
presented in Figure 1. 
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Fig. 1. Aspects and dimensions of trustworthy LA 

4.2 Definition of trustworthiness of LA (RQ2) 
 
As it seems that issues related to the trustworthiness of LA have been researched and 
discussed in various contexts, but the concept itself has not been clearly defined, 
considering the identified dimensions, we will propose a definition of trustworthiness 
of LA.  

To start with, let us consider the generic definition of the term trustworthiness. 
According to Oxford Learner’s Dictionaries, trustworthiness means the quality of 
always being good, honest, sincere, etc. so that people can rely on you. Interestingly, 
the dictionary identifies reliability as a synonym. However, in linguistics, absolute 
synonymy has often been questioned, and it has been pointed out that “natural 
languages abhor absolute synonyms just as nature abhors a vacuum” [57]. Therefore, 
looking beyond linguistics, we should consider the definition of reliability in the 
contexts of research in general, and in particular data science. Considering this, it 
should be noted that reliability is closely related to the described technological 
considerations (either of data, algorithms, or analysis results), and as such, is only one 
aspect of trustworthiness. 

Taking all of this into account, we propose to define the trustworthiness of LA as 
the quality of LA which abides by legal rules and ethical principles related to learners’ 
privacy, their data security and control, is based on non-biased data and algorithms, 
transparently used, and can be trusted to support all learners in successful acquisition 
of learning outcomes.  

4.3 Open questions (RQ3) 

This scoping literature review provided an overview of aspects and dimensions which 
have been researched and discussed and should be considered when developing 
trustworthy LA. However, this was not a comprehensive systematic literature review 
nor empirical research and should be seen as a basis for further research attempts to 
clarify the concept of trustworthy LA and what it entails. 
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The review also flagged some of the possible issues related to the mutual connection 
and interdependence between the identified dimensions, but it did not empirically 
investigate their mutual relationships. In future research, this could be researched in 
more detail, through empirical research with relevant stakeholders.  

The described dimensions and related issues lead to a number of questions, which 
we will open in the following paragraphs, as a possible basis for future research and 
policy discussion. 

The issues of autonomy, voluntary collaboration, and consent to take part in LA are 
closely connected to the issue of data bias, algorithmic bias, and consequently, LA 
accuracy. As stated in some previous work, student data does not have to be “personally 
identifiable”, however, more granular and identifiable data also lead to more 
opportunities for analytics [31]. On the one hand, we need to ensure these ethical 
prerequisites to support students’ trust in LA. On the other hand, how can anyone trust 
LA if it is based on non-comprehensive data? Students and teachers can also learn to 
act in a way that satisfies algorithms [2]. Furthermore, students are often reluctant about 
the data on their learning behavior being exploited [30], but this gives us irreplaceable 
insights. How can balance be found in this respect? What is the perspective for 
machine-generated, synthetic data [58]? 

Additionally, would such balance be enabled by the existing legal frameworks and 
other relevant regulation? Even though firm regulations are essential from the data 
protection perspective, how do they reflect on the possibilities for further development 
in the area of LA? Does firm regulation limit the possibilities? What are the 
implications of the overarching AI regulation at the EU level? Would more flexibility 
bring more value to LA users?  

The strategic planning done by educational leadership should consider the 
trustworthiness of LA when planning the systemic implementation of LA. Are 
educational leaders sufficiently familiar with the requirements of trustworthy LA and 
the related regulatory framework? Are they aware of teachers’ and students’ major 
obstacles to using the benefits of LA? These questions are related to the wider strategic 
planning at the institutional or system level. If there is no strategic approach to the 
development and implementation of LA, important issues related to trustworthiness 
may be left to developers, designers or tool-providers with limited strategic 
perspectives, including vendors outside of HE systems. 

From the institutional perspective, it is also important to ensure that both students 
and teachers understand LA, in order to be able to use it meaningfully. How to ensure 
that, on the one hand, LA is explainable, and on the other hand, that students and 
teachers have the prerequisites to understand it? In this respect, it is important to 
consider the need to revise curricula and provide professional development 
opportunities. How to support other stakeholders to understand LA? 

From the policy perspective, when it comes to the responsibility for the 
implementation of LA, what are the essential areas for investment? Should more focus 
be put on social or technological aspects? At this point, is it more important to focus on 
teachers’ competences, digital and data literacy, or should we focus on infrastructure? 
What comes first? 

Furthermore, it is important to consider that not all stakeholders – including students, 
teachers, educational leaders, institutions and systems, researchers, designers and 
developers – have equal perspectives, for example, on privacy and data protection [29]. 
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So, are their requirements in terms of trustworthy LA the same? What are the 
differences? Who has the priority? If we consider the proposed definition of 
trustworthiness of LA, and that is based on learner-centered approaches, the priority 
should be given to learners’ needs. Is that so in practice? In this respect, it would be 
worth further investigating the perspectives of students and teachers within the same 
institution. 

Some groups of users seem to be more concerned about privacy issues than others. 
Moreover, while some students are motivated by competition and comparisons with 
peers, others find it demotivating [59]. Among different cultures and systems, there are 
also differences in terms of more collectivist or individualist orientation – for example, 
some cultures see HE as more public, whereas other see it a private good. Is it possible 
to adopt a one-size-fits-all approach to the trustworthiness of LA? Or is it essential to 
consider differences between educational traditions and cultures, including those 
specific to an institution or a subject-area? Can the perception of trustworthiness be 
culturally colored?  

Finally, what is the role of sound learning design in ensuring the trustworthiness of 
LA? How can we ensure that LA results are didactically explainable and can be 
meaningfully used to support pedagogical improvements? 

Answering these questions is important in order to streamline the use data to enhance 
teaching and learning processes and support the development of smart learning 
ecosystems. 

 
 

5 Conclusion 

We presented an overview of aspects and dimensions of trustworthiness of learning 
analytics (LA) based on a literature review. We identified two general aspects of 
trustworthiness of LA: social (ethical and legal) and technological (data, algorithms and 
infrastructure), or “soft” and “hard”. The two aspects should by no means be considered 
in silos, as they are mutually interrelated and often dependent. We also recognized there 
are horizontal dimensions, transparency, and responsibility and accountability, which 
should be taken into account throughout the process of strategic planning and 
implementation of trustworthy LA.  

Based on that, we proposed a definition of trustworthy LA, explaining the 
trustworthiness of LA as the quality of LA which abides by legal rules and ethical 
principles related to learners’ privacy, their data security and control, is based on non-
biased data and algorithms, transparently used, and can be trusted to support all 
learners in successful acquisition of learning outcomes.  

We also identified a number of open questions related to the implementation of 
trustworthy LA, as one of the pillars of smart learning ecosystems. The major questions 
are related to the role of leadership in the strategic implementation of LA, ensuring the 
explainability of LA, the dichotomy between the regulatory framework and exploiting 
the full potential of LA, as well as between privacy concerns and enabling non-
discriminatory results. Furthermore, we open questions related to (possibly varying) 
stakeholder perspectives, as well as possible cultural differences leading to diverse 
perceptions of trustworthy LA. 
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