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Abstract. Despite lacking a shared understanding and a generally 
accepted definition, Artificial intelligence (AI) is promoted and credited 
with miraculous abilities to solve all problems. To gain a more nuanced 
and deeper understanding of the design trade-offs associated with AI, 
this paper proposes a research framework that contrasts two competing 
frameworks: (1) AI versus Humans (characterized by strong AI and 
Artificial General Intelligence) focused on replacing human beings and 
(2) AI and Humans (characterized by intelligence augmentation and 
human-centered AI) focused on empowering human beings as 
individuals and communities. The arguments in the paper are supported 
by research activities that explored conceptual frameworks and 
inspiring prototypes. These developments have resulted in gaining a 
deeper understanding of how AI-type systems can contribute to quality 
of life aspects with a specific focus on rethinking and reinventing 
learning, education, working, and collaboration in the digital age. 

Keywords: AI, AI versus Humans, AI and Humans, Intelligence Augmentation, 
Quality of Life, Design Trade-offs, ChatGPT 

1 Introduction 

The theme of this special issue based on the Sixth International Workshop on Cultures 
of Participation in the Digital Age (CoPDA’2022) “AI for Humans or Humans for 
AI” [1] does not have a simple answer [2]. The frameworks and arguments of this 
paper are focused on supporting the “AI for Humans” perspective [3, 4]. Our research 
activities explored problems beneficial to the needs of people, societies, and humanity 
by postulating “quality of life” as an overarching design objective [5, 6], enriching the 
discourse about AI beyond a discussion of efficiency and productivity. 

The paper does not provide prophecies or definite answers but by exploring spaces 
of different possibilities tries to articulate questions, challenges, design trade-offs, 
frameworks, and inspirational prototypes grounded in our research experience for 
contributing to the foundation of a scientific discourse about the future of AI with a 
focus on how to transcend the unaided individual human mind with socio-technical 
environments [7, 8]. 
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Section 2 attempts to characterize AI by describing different AI approaches. The 
initial differentiation is further elaborated by the two major themes AI versus Humans 
in Section 3 and AI and Humans in Section 4. Section 5 illustrates the different 
approaches with some specific examples and Section 6 identifies the promises and 
pitfalls of using ChatGPT in educational settings. The final two sections describe 
some lessons learned and summarize the overall implications of the paper. 

2 AI: What is it? 

During the last few years, a lot has been written about AI and new AI research centers 
have been created around the world.  

Most of the currently existing AI approaches and visions are over-inclusive, 
discuss AI in very general terms, and reflect the common tendency to use the “AI” 
label as a catchall marketing phrase. AI is a “suitcase word” to which people attribute 
multiple meanings [9] and it does not have a simple meaning and should not be used 
as if it does. 

AI is too poorly defined, too interesting, too ubiquitous, to be left to the hype 
spread by utopists and politicians. Early attempts to create an understanding what AI 
might be with the development of prototypes (as documented in the “first AI book” 
[10]) received little credit for their innovative contributions and have subsequently 
been reduced to the status of being additional contributions to computer science. 
Many of these contributions were later understood well enough and became useful 
and common enough, and subsequently, they were not labeled AI anymore. 

2.1 Differentiating AI Approaches 

There is no generally accepted definition for AI and there is no defined boundary to 
separate “AI systems” from “non-AI systems”. Despite this shortcoming, AI is 
currently being considered world-wide as a “deus ex machina” and it is credited with 
miraculous abilities to solve all problems and exploit all opportunities of the digital 
age. Fig. 1 attempts to unpack the meaning of AI into more specific research areas 
[11] by differentiating between 

! Artificial General Intelligence (AGI) is the envisioned objective to create 
intelligent agents that will match human capabilities for understanding and 
learning any intellectual task that a human being can. While some 
researchers consider AGI as the ultimate goal of AI, for others AGI remains 
speculative as no such system has been demonstrated yet. Opinions vary both 
on whether and when AGI will arrive, if at all. 

! AI for Specific Purposes (AISP) is an engineering discipline that explores 
specific well-defined problems for which AI systems perform better than 
human beings. Many successful contributions have occurred in achieving 
these objectives providing the basis for the current hype surrounding AI. 
Human involvement is not a relevant design criterion in these approaches.  
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! Human-Centered AI (HCAI) [4] (closely related to intelligence augmentation 
[2, 12]) is focused on improving the quality of life of humans by creating AI 
systems that amplify, augment, and enhance human performance with 
systems that are reliable, safe, and trustworthy.  

 
 

 

Fig. 1.  Differentiating AI Approaches 

2.2 Characterizations and Visions of AI by Optimists, Pessimists, and Realists  

The current views and the goals and objectives of future developments of AI can be 
differentiated into three major categories (the edited book by [13] contains over one 
hundred short opinion pieces of prominent AI researchers and critics that address 
these different perspectives):  

! AI Optimists (often articulating utopians scenarios for future developments) 
[14] believe that AGI is a realistic and desirable goal for the not too distant 
future and advocating trans-humanism and singularity are desirable and 
inevitable objectives. In the past optimists have often spread hype about the 
potential of developments including: (1) AI based claims about expert 
systems [15], (2) the power of e-memories [16], and (3) the unique 
educational opportunities of MOOCs [17] which subsequently turned out to 
be unrealistic objectives. 

! AI Pessimists argue that AI has failed and the objectives of AGI are 
dangerous for the future of the human race [18]  and several public figures 
expressed concern that AGI could result in human extinction [19]. 

! AI Realists assert that there is on one hand substantial progress in pursuing 
and incorporating AI approaches addressing fundamental societal problems 
and on the other hand there are just as many unsolved problems for which 
human intelligence will be far superior to artificial ones for decades to come 
[4]. They address the reluctance in many segments of society to allow 
computers to take over tasks that simple models perform demonstrably better 
than humans. Their efforts are focused not on AGI but on the improvement 
of super-tools in the AISP domains and using HCAI for creating supportive 
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socio-technical environments. They argue that we have to shift our view of 
progress, putting the emphasis on social and personal flourishing rather than 
technological enhancements. 

The argumentation and focus of this paper is grounded in the basic assumption that 
the objectives of the “AI Realists” are the most promising way to pursue. 

3  AI versus Humans 

Throughout history, there have always been two distinct forces at play: the 
substituting force, which replaced human workers by automation and the 
complementing force which empowered human beings [20, 21]. Automation can be a 
two-edged sword:  

! at one extreme, it is a servant, relieving humans of (1) carrying out 
personally irrelevant tasks (such as checking the results of simple 
calculations or spelling corrections), (2) wasting time with low-level 
operations (e.g.: programming in machine languages), (3) protecting them 
from dangerous activities (e.g.: using robots to find hidden bombs), (4) 
freeing them for higher cognitive functions (e.g.: having cars with automatic 
transmissions) and (5) identifying situations in which autonomous, intelligent 
technology should be deployed, often in areas characterized by the “three 
D’s”: dull, dirty, and dangerous; 

! at the other extreme, automation can reduce the status of humans to that of 
'button pushers’ and can strip their work of its meaning and satisfaction. In 
personal meaningful activities, humans enjoy the process and not just the 
final product, and they want to take part in them. 

An early attempt leading to great expectations for AI systems replacing human 
beings was the development of expert systems in the 1980s [15]. These developments 
provided the first phase of broad-based enthusiasm for automating high-level human 
activities that would lead to substantial economic advantages. The expectations did 
not materialize, and subsequently, researchers identified fundamental limitations of 
the expert systems approach [22] that lead to the “AI-Winter” in the following decade. 
An interesting question to be asked today in a new phase of AI enthusiasm is whether 
we will see another “AI-Winter” in the years to come?  

The issues, open questions, and ethical issues associated with an “AI versus 
Humans” framework can be illustrated with a few specific examples: 

! Automatic line calling systems in tennis: these systems have become 
standard (and obligatory) use in major tennis tournaments eliminating human 
line judges. They use multiple cameras to track the ball's trajectory and, 
within milliseconds, determine whether the ball landed in or out. The general 
assumption (and partial verification) is that these systems are more accurate 
and surpass human abilities to make the right decision for this specific task. 
The decision reached by the automatic system is final and cannot be 
challenged by the players or the referee. 

! Self-driving cars: In contrast to automatic line calling systems in tennis, self-
driving cars still represent a design option to be fully realized in the future. 
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While the AI optimists argue for numerous potential advantages (e.g.: 
increased safety, and accessibility for those unable to drive, such as the 
elderly, or visually impaired), the AI pessimists believe that this objective is 
neither desirable nor achievable in the near future, and many AI realists 
argue that intelligent driver support systems (grounded in an “AI and 
Human” framework) represent the preferable strategy to pursue [23]. 
Another limitation of many efforts and articles focused on self-driving cars is 
that they are treated merely as an isolated technological solution to the 
problems for the fundamental problem of “Mobility for All in the Future” 
[5].  

! Using AI in grading student exams: this has been done for a long time, but it 
poses numerous questions. It is best applicable to questions that are 
represented as multiple choice questions and for which right and wrong 
answers exist whereas questions that require critical thinking, creativity, or 
deep understanding, AI-based systems have severe limitations to provide 
accurate grading and meaningful feedback to students [24].  

! Automatic warfare: from the four examples this goal is the most serious and 
questionable design objective for an “AI versus Human” approach which 
raises fundamental ethical questions [25]. In this context asking the 
technological question “can we do it” should definitely give priority to the 
moral and ethical questions “should we do it”? 

Many of the current “AI versus Humans” systems have to overcome hurdles such 
as (1) the lack of self-knowledge (i.e., these systems are unaware what they know and 
not know) and (2) by being black boxes they are incapable of explaining how they 
reach their decisions in terms understandable to humans (e.g.: in many cases their 
reasoning is based on correlations derived from “Big Data” [26] whereas humans 
understand and argue based on causality). 

Frameworks centered on “AI versus Humans” [14] are grounded in objectives such 
as 

! technological advances are more important than people; 
! requiring people to work on technology’s terms; 
! using people as stopgaps to do the parts of a task that machines can not yet 

do; 
! restricting perspectives to “can we do it?” and ignoring challenges derived 

from the questions “should we do it?” by insufficiently considering potential 
drawbacks such as (a) the loss of meaningful work (b) the loss of personal 
control (if big data is watching us, how can we retain personal freedom?), 
and (c) an increase in the digital divide and inequality (those who own the 
data own the future). 

4 AI and Humans 

Frameworks centered on “AI and Humans” [3, 4] are grounded in objectives such as  
! humans and computers are different therefore focusing on complementing 

rather than emulating and replacing human capabilities by computers; 
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! human-centered design starting with understanding people’s needs and 
capabilities; 

! transcending the unaided individual human mind by exploring the potential 
of distributed cognition; and  

! sparking design efforts for exploring a synthesis of humans and AI by 
integrating their strengths and reducing their weaknesses as identified by a 
design trade-off analysis. 

4.1 Distributed Cognition: AI and Humans  

A fundamental challenge for research in computer science, cognitive science, and the 
learning sciences is to understand thinking, learning, working, and collaborating by 
exploiting the power of omnipotent and omniscient technology. We need to 
understand what tasks should be reserved for educated human minds and the 
collaboration among different human minds, and what tasks can and should be taken 
over (AI versus Humans) or aided (AI and Humans) by cognitive artifacts. In an 
information-rich world, the true power comes not from more information, but from 
information that is personally meaningful, relevant to people’s concerns, and relevant 
to the task at hand. The big question for the years to come will be: “How will the line 
be drawn between humans and machines, and who will draw it?” 

Distributed cognition [27] is a fundamental framework marrying the intellectual 
power of the human mind with appropriate technologies. People think in conjunction 
and partnership with others and with the help of culturally provided tools [28]. 
Distributed cognition complements our biological memory with an external symbolic 
memory [29] and extends the individual mind with the collective mind. 

 

 

Fig. 2.  Transformative Technologies and Cultural Changes Supporting Distributed Cognition 
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Fig. 2 conceptualizes and illustrates a long-term historical perspective (with a 
broad qualitative representation) of how individual minds were complemented by 
collective human minds aided by technologies. 

While these transformative technologies were revolutionary inventions that 
transformed society in many positive ways, they also brought challenges (e.g.: 
external symbolic representations entail complex media that require extensive 
learning efforts by humans [30]) and unintended consequences illustrate the complex 
dynamics of technological change.Table 1 briefly summarizes by example the 
opportunities and unintended consequences for “Reading and Writing” and “The 
Printing Press”. The changes in Fig. 2  can be analyzed because they have taken place 
in the past. Section 6 of the article explores the design challenges and trade-offs of AI 
that we face today for increasing “quality of life”.  

 
Table 1.  Opportunities and Unintended Consequences of Technological Changes 

Technology Cultural 
Changes 

Opportunities Unintended 
Consequences 

Reading and 
Writing 

Oral Societies " 
Literal Societies  

writing supports the 
preservation of 
knowledge (Plato) 

writing will lead to a 
weakening of the 
human mind (Socrates) 

Printing Press democratization of 
knowledge  

share and scrutinize 
work more broadly 
and effectively 

spread of 
misinformation; 
cultural 
homogenization 

4.2 Making AI more helpful for everyone—embedding AI features in 
applications 

“AI and Humans” as a research strategy is focused on complementing and 
augmenting human abilities with socio-technical systems for supporting more 
inclusive societies instead of increasing the digital divide [6].  

Many of our research efforts have addressed this challenge including: 
! domain-oriented design environments, focused on supporting human 

problem-domain interaction and not only human-computer interaction [31]; 
! the Envisionment and Discovery Collaboratory, supporting communities of 

interest and Renaissance communities with boundary objects [8]; and 
! context-aware systems based on user and task models reducing information 

overload  [32]. 
! socio-technical environments creating more inclusive societies thereby 

allowing people of all ages and all abilities to exploit information 
technologies for personally meaningful activities [6].  

Our research activities have always considered the question “Will AI replace 
Humans?” (i.e. teachers, decision-makers, radiologists, …) as the less relevant 
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question compared to the question “Will Humans who use AI be better informed, and 
more creative than humans who don’t use AI?” 

On a much larger scale (but illustrating the same objective), Google in its 2023 I/O 
keynote session (https://io.google/2023/program/396cd2d5-9fe1-4725-a3dc-c01bb2e2f38a/) 
illustrated its ideas and plans to embed AI features in numerous tools that millions of 
people use every day to “make AI more helpful for everyone” by “boosting creativity 
and productivity”. 

4.3 Research Challenges Associated with the “AI and Humans” Framework  

Arguing for the strong preference in our own research for a framework grounded in 
the objective “AI and Humans”, it should not be overlooked that this framework 
presents several important pitfalls [5] that require careful attention and further 
exploration. 
 
Over-reliance. Despite all the technological support for humans in a distributed 
cognition framework, which capabilities do humans need to learn to avoid over-
reliance on external tools? How can “tools for living” and “tools for learning” be 
differentiated in specific contexts [33]? 
 
Deskilling. Will humans lose (1) basic mathematical capabilities by using hand-held 
calculators; (2) the ability to spell by using spelling correctors; (3) important 
geographical knowledge by using navigation systems; (4) the motivation to learn a 
foreign language by using automated translation systems? How will motivation, 
control, ownership, and autonomy be impacted by deskilling [21, 34] 
 
Learning demands are associated with powerful and complex tools. Will AI 
technologies that empower human beings in distributed cognition approaches require 
reasonable learning efforts for humans to understand the possibilities and the 
limitations of super-tools [4]? What should students learn about AI and what can they 
learn being supported by AI. 

5 Examples and Frameworks for Illustrating the Different 
Approaches 

Our framework juxtaposing “AI and Humans” and “AI versus Humans” is illustrated 
in this section by three specific themes: (1) design trade-offs between the two 
approaches, (2) the merits, challenges, and pitfalls associated with adaptive and 
adaptable systems, and (3) the choosing learning and education as a paradigmatic 
example to exemplify the arguments describes in the previous sections. 
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5.1 No Best Solutions—Only Design trade-offs 

Design is choice: it is an argumentative process with no optimal solutions [35]. 
There are no simple answers only design trade-offs to explore the merits of the 

different approaches “AI versus Humans” in comparison to “AI and Humans”. And 
because there are no decontextualized sweet spots for analyzing these design trade-
offs, the investigations must be situated and explored in specific contexts. 

Some of the major design trade-offs that we have explored are [5]: 
! will distributed cognition support the unaided human mind or will it lead to 

an over-reliance on external tools thereby suppressing the acquisition of 
basic knowledge and skills (e.g.: navigation systems may have a negative 
impact on geographical knowledge)? 

! will interest-driven learning lead to insufficient exposure to basic skills? 
! will communication tools increase and widen the collaboration with other 

learners, or will it increase social isolation because individuals will be sitting 
at home in front of a computer and interacting less with other people? 

! will personalization reduce the information overload problem, or will it 
create filter bubbles preventing people from understanding each other [36]? 

! will digital technologies widen the “digital divide” or reduce it by making 
educational opportunities available to many more learners of all economic 
classes and in all parts of the world (e.g. with Massively Open Online 
Courses (MOOCs))? 

! will excessive reliance on technology lead to “over-reliance”, where 
individuals become dependent on technology and begin to rely less on their 
own cognitive abilities leading to a decline in cognitive abilities over time if 
individuals do not use and exercise their cognitive abilities regularly? 

! will “foundation models” offer significant benefits in terms of augmentation, 
efficiency, and innovation, or will their application have negative impacts in 
terms of human skill development, misuse of data, and insufficient attention 
to ethical concerns? 

A careful analysis of design trade-offs can provide the foundation for identifying 
the best possible mixes between different approaches. 

5.2 Adaptive versus Adaptable Systems 

Adaptive systems are grounded in the “AI versus Humans” approach: they change 
their behavior by themselves driven by context-aware mechanisms including models 
of their users and specific task contexts, whereas adaptable systems are examples of 
the “AI and Humans” approach allowing users to adjust, modify, and extend systems 
in order to capture unforeseen and missing aspects of problems [37]. 

Many research efforts have not clearly differentiated between adaptable and 
adaptive systems. Table 1 represents an effort to compare and differentiate the two 
approaches. Such a differentiation will be important and useful by identifying the 
design trade-offs between them, demonstrating the possibility for a successful 
integration, and analyzing the impact of these developments. 
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Table 2. A Comparison and Differentiation between Adaptive and Adaptable Systems 

 Adaptive Systems Adaptable Systems 

Definition modifications and suggestions 
generate by the systems for 
specific tasks and users 

users actively change the functionality 
of the system 

Knowledge contained in the system; 
projected in different ways 

knowledge is curated, modified, and 
extended by users 

Strengths little (or no) effort by users; no 
special user knowledge is 
required; work for people 

users are in control; users know their 
tasks best; work with people  

Weaknesses users lack control; common 
understanding is reduced 
resulting in filters bubbles; lack 
of explainability 

users must do substantial work; require a 
learning effort; create a tool mastery 
burden; systems may become 
incompatible 

Mechanisms 
required 

models of users, tasks, and 
dialogs; big data resources; 
intelligent agents 

meta-design environments supporting 
modifiability, tailorability, and evolution  

Application 
domains 

active help systems, critiquing 
systems, recommender systems 

open systems, co-designed systems, end-
user development 

Primary 
Techniques 

automation grounded in 
Artificial Intelligence (AI) 
approaches  

human involvement grounded in 
Intelligence Augmentation (IA) 
approaches 

5.3 Learning Environments 

AI in education initiatives and computational environments to support human learning 
have been developed from the early beginnings grounded in the two different 
frameworks discussed in this paper. 

Instructionist approaches and intelligent tutoring systems [38] have been grounded 
primarily in the “AI versus Humans” approach whereas constructionist approaches 
and interactive learning environments [39, 40] have been grounded primarily in the 
“AI and Humans” approach. Table 2 characterizes and contrasts the major dimensions 
of the two approaches. 
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Table 3. Instructionism versus Constructionism 

 Instructionism Constructionism 
focus basic skills, cultural literacy; 

presentation of an organized body of 
knowledge (basic skills) 

computer is the teacher of human 
leaners 

problem is based on the learner’s 
needs and interests; 

learner is the teacher of the 
computer (e.g.: with 
programming) 

Inventor / 
contributor  

B.F. Skinner (1904 – 1990) John Dewey (1859 -1952) 

Seymour Papert (1928-2016) 

characteristics problem is given by the teacher or 
the systems; learning supported from 
the supply side; adult-run education; 
prescriptive 

learning supported from the 
demand side; child-run education; 
permissive 

strengths organized body of knowledge; 
pedagogically and cognitively 
structured 

delivering instruction efficiently and 
effectively    

real interests, personally 
meaningful tasks, high motivation 

providing students with 
opportunities to set their own 
goals, build on their own interests 

weaknesses limited relevancy to the interests of 
the learner or the task at hand 

coverage of important concepts 
may be missing; unstructured 
learning episodes; lack of 
coherence 

primary role of 
teachers 

sage on the stage—presents what 
they know and are prepared for 

guide on the side – confronted 
with unfamiliar problems 

planning versus 
situated responses  

anticipating and planning of the 
learning goals and content 

learning needs arise from the 
situational context 

distribution over 
lifetime 

decreasing in importance from 
school to university to lifelong 
learning  

increasing in importance from 
school to university to lifelong 
learning 

assessment  “standard” assessment instruments 
(same metric for all students) are 
applicable 

“innovative” assessment 
instruments (individual metrics) 
are needed 

 
 
AI tutors work best on problems that are highly structured and well-defined (an 

example being a new AI tutor called Khanmigo from Khan Academy [41]). 
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Instructionist AI tutors are best suited for problems that can be precisely formulated, 
have a well-defined answer and strategies for getting to the answer.  

Constructivist approaches are more suited for “wicked, ill-defined, and open” 
problems [42] for which framing the problem is as important as solving it. Learners 
should be exposed to these kinds of problems that have no final answers but require 
the exploration of design trade-offs (see Section 5.1). To foster and support these 
transitions, new models of learning and teaching are needed, not just technology 
overlays on old modes of teaching and learning [43, 44]). Going to school is more 
than getting exposed to new information but it is participating in communities. 
“Learning about” needs to be complemented by “learning to be”[45, 46]. 

6 ChatGPT 

The newest AI development is Generative AI Models which have taken the world by 
storm during the last few months. While generative AI models have a broad scope 
including a variety of media, Large Language Models (LLMs) are specifically focused 
on understanding and generating human language. Earlier related models such as 
Latent Semantic Analysis [47] were limited by insufficient computational power and 
small training corpora. Today LLM models are less constrained by these limitations, 
are continually changed, further developed, and additional models and platforms are 
appearing rapidly [48].  

ChatGPT is currently the most prominent example of a LLM and it provides a 
specific example and a contemporary context for new interpretations of the theme and 
the specific topics of this article.  

ChatGPT responds to the question explored in this article:  
 
”Is ChatGPT more in line with an "AI versus Humans" or an "AI and Humans" 

framework” 
 
 with the answer:  
 
OpenAI's approach to developing models like ChatGPT is grounded in the 

philosophy of "AI and Humans" rather than "AI versus Humans." The goal is to 
develop AI as a tool that can complement, augment, and assist human abilities rather 
than replace or compete with them. A few key points to consider: 
1. Collaborative Tool: ChatGPT and similar models are designed to work alongside 

humans. For example, they can be used as research assistants, writing aids, or 
tutors, helping users to obtain information, craft content, or learn new topics. 

2. Augmentation Over Replacement: While AI can automate certain tasks, the 
emphasis is on augmenting human capabilities. For instance, while ChatGPT can 
help draft content, human creativity, judgment, and context-awareness remain 
crucial. 

3. Ethical Design: OpenAI's mission is to ensure that artificial general intelligence 
benefits all of humanity. The development and deployment of AI models are 
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undertaken with careful consideration of their societal impact, emphasizing 
cooperation and shared benefits. 

4. Limitations of AI: Current AI models, including ChatGPT, lack true 
understanding, consciousness, emotions, or general intelligence. They work based 
on patterns in the data they were trained on. Humans bring context, ethics, 
emotions, and deeper understanding to the table, making the collaboration 
between AI and humans essential for many tasks. 

5. Feedback Loop: OpenAI often relies on the user community and broader public 
to provide feedback on its models, pointing out strengths, weaknesses, and 
potential areas of concern. This collaborative feedback loop is integral to refining 
and improving AI technologies. 

In summary, the design and intent behind ChatGPT and similar models by OpenAI 
are very much in line with a cooperative "AI and Humans" framework. The aim is to 
harness the strengths of AI while recognizing and valuing the unique capabilities of 
humans. 

 
For all the major technological innovations illustrated by Fig. 2, the fundamental 

transformations are not caused by the technology per se but its use (by individual 
learners, by workers, and by decision-makers) and the associated cultural 
transformations [44]. All the developments and their assessments of Figure 2 have 
taken place in the past—whereas the ongoing development and use of ChatGPT is in 
the future. Figure 3 displays different future development paths for ChatGPT—unique 
opportunities to positively contribute to quality of life by further enriching the power 
of the aided, collective human mind (the green curve) or having negative impacts (the 
black curve). 

 

 

Fig. 3.  Different Futures for ChatGPT to Impact Learning and Quality of Life 
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The following paragraph provides one possible narrative for using ChatGPT:  

 
Personal Speechwriters—A Narrative for Using ChatGPT. High-level politicians, 
industry leaders, and other decision makers are using speechwriters to assist them in 
giving presentations for a broad range of different topics. If one or more speechwriters 
provide a text and the “important persons” deliver the speech by reading the text 
literally given to them—they engage in the least demanding activity: all they need to 
be able to do is read. 

What the listeners of the speech hope for and expect is that the “important person” 
superimposed her/his own idea based on the ideas provided by the speech writers. 

Most people writing an essay, a job application, or an admission letter for a 
university can not afford to have another human as a speech writer. They can use 
ChatGPT as their personal speech writer in the following two ways: 

! Behavior-1: use the text created by ChatGPT as their final product (governed 
by a “AI versus Human” perspective)  

or  
! Behavior-2: they can use ChatGPT to generate a first draft and then rewrite 

the texts to reflect their own voices and experiences (governed by a “AI and 
Human” perspective). In this case ChatGPT can be a powerful tool for 
assistance by blending its computational power with human intuition, 
expertise, and ethical judgment. 

The major discussion issues that have developed over the last few months in the 
context of ChatGPT include: 
 
New Forms of Plagiarism versus Inspirations for Creative Reflections. Behavior-
1 has led to broad-based concerns of educators and decision-makers that learners and 
job applicants submit the texts produced by ChatGPT as their own work creating a 
new form of plagiarism representing a modern form of cheating. But the major 
damage may be experienced by the persons engaging in such activities: it denies them 
the learning experiences and creative insights that occur with the process of refining 
initial ideas into a refined document.  

Behavior-2 represents an interesting and thought-provoking use of ChatGPT 
similar to exploring a topic with literature references, exploring Wikipedia articles, 
and consulting with friends and colleagues. Norman in his essay “In Defense of 
Cheating” [49] argues convincingly that in schools the use of isolated work is 
encouraged and cooperative work is punished whereas in the real world and lifelong 
learning, this behavior is desired and critically important [50]. In collaborative 
brainstorming and decision-making, ChatGPT can serve as an "additional member," 
offering insights or alternative perspectives that may not have been considered, 
thereby enriching the creative process. 
 
ChatGPT hallucinates. While ChatGPT is a powerful language model with 
impressive capabilities, it is not infallible and can produce hallucinated content. 
Recognizing this limitation is crucial for its responsible and effective use. One of the 
major concerns with hallucinations is the potential spread of misinformation. If users 
are not aware of this limitation or do not cross-check information, they might take 
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inaccurate statements as fact. But misinformation is not unique to ChatGPT. 
Misinformation, inaccurate information, and one-sided information may also be found 
in news media, and Wikipedia or may be spread by professors giving lectures to 
students. The appropriate response to cope with misinformation is for users and 
learners to engage in critical thinking and attempt to verify all critical information 
using other sources. 
 
Banning ChatGPT. Caught in the excitement and extensive use of ChatGPT, school 
boards and whole countries banned (at least temporarily) the use of ChatGPT. As 
indicated in Fig. 2, previous transformational technological innovations have led to 
cultural transformations emphasizing in an “AI and Human” framework that human 
beings were freed from (1) learning things by heart  (a necessity in oral societies by 
writing them down (in literal societies); (2) learning phone numbers by having 
address books on their phones); (3) finding places with maps by having navigation 
systems; (4) conducting large scale numerical computations by having calculators; 
and (5) learning huge number of facts by consulting the internet and Wikipedia. 
Society needs to help students and teachers to understand ChatGPT’s strengths and 
risks, rather than just forbidding them to use the technology. 

7 Implications for the Future 

Albert Einstein "My pencil and I are smarter than I am." 
 
Einstein's remark about his pencil underscores the extended capabilities, 
collaboration, and complexities enhancing the unaided, individual human mind with 
new additional and transformative support for distributed cognition (see Fig. 2). The 
assertion is also supported by Bruner's concept of scaffolding and his recognition that 
human intellect is sustained by socio-technical environments [29]): “a human’s use of 
mind is dependent upon her/his ability to develop and use tools or instruments or 
technologies that make it possible for her/him to express and amplify her/his powers”. 
Learning from the past by being aware that all of the changes (indicated in Figure 2) 
provided opportunities as well as unintended consequences (see Table 1), the 
challenges associated with using AI in the years to come to benefit humans and 
improve their quality of life need to be explored for specific problems and use 
situations (see Fig. 3). This article tries to transcend global statements and 
assumptions by contrasting the promises and pitfalls of focusing AI on replacing 
human beings (with “AI versus Humans”) or empowering human beings (with “AI 
and Humans”).  

Quality of Life does not have a simple meaning (it is another “suitcase word”; see 
Section 3) and should not be used as if it does. Quality of life (QOL) is the general 
well-being of individuals and societies and should not be confused with the concept of 
standard of living, which is based primarily on income. In the context of this article, 
its focus is on assessing its relevance for the digital age [5]. Its focus should not be on 
strong or weak AI (transcending the distinction indicated in Figure 1) but explore a 
post-AI attitude, where the goal is to prioritize human well-being [51-53]. As 
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indicated in Fig. 3, examples of quality of life dimensions related to ChatGPT 
considered positive are human control in personally meaningful activities, distributed 
cognition, support for interest-driven learning and context-awareness, and digital 
fluency and potential pitfalls are information overload, over-reliance, deskilling, filter 
bubbles, and systems being black boxes. The overall effect of ChatGPT on quality of 
life will depend on how it is integrated into society, how individuals choose to utilize 
it,  and an understanding and safeguards to mitigate its risks. 

AI is not new and it has made contributions in different areas (see Fig. 1). AI 
systems for specific purposes are closely aligned with the “replacement” paradigm of 
“AI versus Humans” (see Section 3) whereas Human-Centered AI explores and 
supports the “empowerment” paradigm of “AI and Humans” (see Section 4).  

The current worldwide excitement, envisioned opportunities, and fears based on 
foundation models have reached levels never seen before. Governments (at the 
national US level [54] and international level [55]) are exploring regulation 
frameworks for the protection of human rights, transparency, explainability, fairness, 
accountability, safety, appropriate human oversight, ethics, bias mitigation, privacy, 
and data protection needs to be addressed. The results are often stuck with global 
statements (e.g.: “huge opportunities come with risks that could threaten global 
stability and undermine our values.”). The most interesting questions are often not 
asked. The question “Will AI replace teachers, radiologist, journalists?” should be 
replaced by the assertion to be investigated “Teachers, radiologist, journalist who use 
AI replace those who don’t”.  

Academic communities have contributed very little to these discussions. One 
particular contribution could and should be to clarify to role of AI in addressing 
specific challenges as this paper has attempted to differentiate between “Humans 
versus AI” and “Humans and AI”.  

8 Conclusions 

We are in a period of major changes in technology, impacting almost all areas of 
human lives. The worldwide euphoria about AI based on increases in computational 
and communication power, the advent of ubiquitous sensors supporting the Internet of 
Things, powerful new software, and foundation models are changing education, work, 
healthcare, transportation, industry, manufacturing, and entertainment.  

The transformative changes that will take place in the future are not out there to be 
discovered but they will be designed (taking ideas from AI optimists, pessimists, and 
realists into account). Technological change is not inevitable. The impact of changes 
upon people and society can be both positive and negative. The positive impacts 
should be celebrated, and the negative impacts should be avoided rather than treated 
as unfortunate but unavoidable side effects. Future research needs to identify the 
positive and negative effects and provide evidence for the success and failure of 
specific developments. 

We need new ways of thinking and new approaches that address the basic question 
associated with the themes “AI and Humans” and “AI versus Humans” by exploring: 
(1) which tasks or components of tasks are or should be reserved for educated human 
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minds aided by cognitive artifacts (distributed cognition), and (2) which tasks can and 
should be taken over by AI systems acting independently (automation)?  

The decision to come down on either side of the debate is difficult because there 
are no obvious right answers. This paper tried to provide some arguments that 
investigating the possibility space of “AI and Humans” is one of the most important 
and fascinating research themes of the future. This should include exploring a post-AI 
attitude, where the goal is to prioritize human well-being (e.g.: quality of life, 
meaningful work, and learning), and a detailed, scientifically grounded discussion 
about the design trade-offs associated with technological developments where the 
challenge “can we do it” is complemented by the ethical question “should we do it”. 
As we have fewer constraints on what we can do, it is inevitable that our values will 
matter more than ever.  
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